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Professor Marian Kryszewski 
1925–2005 

Professor Marian  Kryszewski, outstanding scientist 
in the field of physics and physical chemistry of poly-
mers, founder of scientific school of polymers at the 
Faculty of Chemistry, Technical University of Łódź, 
and in the Centre of Molecular and Macromolecular 
Studies,  Polish Academy of Sciences in Łódź,  passed 
away on 5th October 2005. 

He received MSc. in chemistry under supervision of 
Professor Antoni Basiński for the analysis of catalytic 
decomposition of chlorinated olefins at Nicolaus Co-
pernicus University in Toruń. He then worked in the 
team of Professor Aleksander Jabłoński – a well known 
specialist in the field of luminescence and molecular 
optics at the Nicolaus Copernicus University. Determi-
nation of absolute rate constant in vinyl bromide photopolymerisation was a basis for 
his doctoral dissertation, submitted in 1955. 

Dr. Kryszewski was a post-doc at Centre de Recherche sur les Macromolécules in 
Strasbourg with Professor Henri Benoit in 1956–1957, and in 1960–1961 at Brooklyn 
Polytechnic Institute with Professor Herman Mark. In 1958, he was offered Chair of 
Physics at the Faculty of Chemistry of the Technical University of Łódź. His scien-
tific achievements paved the way to his professorship and to membership of the Polish 
Academy of Sciences. Together with Professor Jan Michalski, he was co-founder of 
the Centre of Molecular and Macromolecular Studies of Polish Academy of Sciences, 
in 1972. For many years, Professor Kryszewski was Scientific Director and Head of 
the Polymers Physics Department at the Centre, which was soon recognized for its 
activity in the domain of polymer physics and chemistry. Simultaneously, Professor 
Kryszewski continued to be the Head of the Polymers Physics Division at Technical 
University of Łódź until his retirement in 1995. 

Research interests of Professor Kryszewski and his groups at the Centre and at the 
Technical University covered an exceptionally broad spectrum of problems related to 
structure and properties of polymers and other organic materials in their condensed 
phases. A significant accomplishment of Prof. Kryszewski and his co-workers at the 

 



 586 

Technical University was development of a new class of conductive materials com-
posed of polymers and organic molecular crystals arranged in a “reticulate-doped” 
conductive network. Further research, carried out in collaboration with other groups, 
led to materials characterised by a high anisotropy of electric conductivity, high me-
tallic conductivity and even superconductivity.  

His collaborators continued research into dielectrics and high-molecular photo-
conductors such as thin layers of plasma polymers made of of various heteroorganic 
monomers. These materials are very important due to their superior dielectric proper-
ties, a high thermal and chemical resistance and a capability of modification of their 
electro-optical properties. Professor Kryszewski was one of pioneers in developing 
this research frontier in 1960s. 

From late 1960s Professor Kryszewski, together with the group, which later contin-
ued research at the Centre, was involved in pioneering studies of the morphology of 
crystalline polymer systems and its correlation with their mechanical, thermal and opti-
cal properties. Professor Marian Kryszewski was author and co-author of over 360 
original articles and 50 reviews in renowned international journals, 2 monographs, co 
-editor of 3 books and co-author of 22 inventions patented in Poland and abroad. He was 
author of the fundamental monograph on electrical properties of polymer systems enti-
tled Semiconducting Polymers, first published in Polish in 1968; its enlarged English 
language edition was co-published by Elsevier and Polish Science Publishers in 1980. 

Professor Marian Kryszewski was active member of several scientific societies: 
member of the Polish Academy of Sciences and its Physics and Chemistry Commit-
tees; the Royal Society of Chemistry; the Society of Science Dissemination and Pro-
motion; the European Physical Society. He was active in editorial boards of several 
journals including the Journal of Applied Polymer Science, Composite Interfaces, 
Polymers for Advanced Technologies, Polymeric Materials, Polish Journal of Chem-
istry, Polimery, International Journal of Polymeric Materials, and Materials Science-
Poland. He cooperated with many research centres such as the Brooklyn Polytechnic 
Institute, Claude Bernard University in Lyon,  Kyoto University and Max Planck In-
stitute for Polymers Research in Mainz. In recognition of his achievements, he re-
ceived numerous awards and distinctions including the Maria Curie-Skłodowska 
Award, the University of Kyoto Medal, the Convallaria Copernicana Distinction. He 
was also awarded the title of Doctor Honoris Causa by the Technical University of 
Łódź, and the title of Honorary Professor of the Wrocław University of Technology. 

He supervised 45 PhDs, and 12 habilitations were prepared in his scientific school. 
Many of his former students are now professors at universities or leaders in academic 
and industrial research centres in Poland and abroad. 

The polymer community, to which Professor Kryszewski was always a great au-
thority, has suffered an irretrievable loss.  

Andrzej Galeski 
Jacek Ulański 
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Ab initio calculations of elastic properties  
of Ni3Al and TiAl under pressure* 

R. SOT
1, 2**, K. J. KURZYDŁOWSKI

1 

1Warsaw University of Technology, Faculty of Materials Science and Engineering, 
Wołoska 141, 02-507 Warsaw, Poland 

2Warsaw University, Interdisciplinary Centre for Mathematical and Computational Modelling (ICM),  
Pawińskiego 5a, 02-106 Warsaw, Poland 

The structural parameters and the elastic stiffness coeffcients of Ni3Al and TiAl under a pressure P 
were computed by the ab initio pseudopotential method with the plane-wave basis set and the generalized 
gradient approximtion (GGA). The pressure dependence of the elastic constants is an important character-
istics for both Ni3Al and TiAl as these materials are frequently subject to varying pressures during proc-
essing. The bulk modulus was also calculated. Stress–strain relationships were used to obtain the elastic 
constants. The results are in good agreement with the available experimental data. 

Key words: ab initio calculations; density functional calculations 

1. Introduction 

In recent years, ab initio computations have become one of important tools of modern 
computational materials science. In the present work, first principles calculations were 
undertaken for Ni3Al and TiAl under a pressure P. Ni3Al compound is known to crystallize 
in a cubic lattice of Cu3Au structure type with the space group 3 ,Pm m  while TiAl crys-
tallizes in a tetragonal lattice of AuCu structure type with the space group P4/mmm. 

2. Computations 

For the computations of the crystal structures, ultrasoft pseudopotentials on the as-
sumption of the Gradient Generalized Approximation (GGA) were adopted. The 
CASTEP [1] program was employed and the computations were carried out at the 

_________  
*The paper presented at E-MRS 2004 Fall Meeting, Warsaw, Poland, 6–10 September, 2004. 

**Corresponding author, e-mail: rsot@inmat.pw.edu.pl 
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ICM of Warsaw University. CASTEP is a DFT pseudopotential total-energy code 
employing special point integration over the Brillouin zone and a plane-wave basis set 
for the expansion of the wave functions. The Monkhorst-Pack scheme was used to 
sample the Brillouin zone. The calculations were considered converged when forces 
acting on the atoms were less then 0.01 eV/A and the residual bulk stress was smaller 
than 0.02 GPa. The complete elastic constant tensor from computation of the stresses 
generated by small deformations of the equilibrium primitive cell [2, 3] was deter-
mined. The elastic stiffness tensor C relates the stress tensor σ and the strain ε by 
Hooke’s law, 

 ( , , , , , )ij ijkl klC i j k l x y zσ ε= =   (1) 

Since the stress and strain tensors are symmetric, the most general elastic stiffness 
tensor has only 21 non-zero independent components. For cubic crystals, they are 
reduced to three independent components, C11 ≡ Cxxxx, C12 ≡ Cxxyy, C44 ≡ Cyzyz, (in the 
Voigt notation). For tetragonal crystals, they are reduced to 6 components. 

3. Results 

The intermetallic phases, TiAl and Ni3Al, have been studied by ab initio calcula-
tions under an applied pressure P. The results for zero-pressure are summarized in 
Tables 1 and 2 showing the lattice parameters, elastic constants and Cij values calcu-
lated ab initio, in comparison with experimental data [4–6]. 

Table 1. Zero-pressure lattice parameters  
and elastic constants for the Ni3Al ground-state structure 

Method a [Å] C11 [GPa] C44 [GPa] C12 [GPa] 

Ab initio 3.588 230 123 139 
Experimental  3.572 230 131 150 

Table 2. Zero-pressure lattice parameters and elastic constants for the TiAl ground-state structure 

Method a [Å] c [Å] C11[GPa] C33[GPa] C44[GPa] C66[GPa] C12[GPa] C13[GPa] 

Ab initio 3.989 4.034 170 177 113 73 79 78 
Experimental 3.99 4.07 183 178 105 78 74 74 

 
The results of computations under applied pressure P are shown in Figs. 1 and 2 

where elastic stiffness Cij is plotted against P. 
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Fig. 1. Elastic stiffness coefficients  
of TiAl under hydrostatic pressure 

 
Fig. 2. Elastic stiffness coefficients  
of Ni3Al under hydrostatic pressure 

These elastic stiffness coefficients satisfy the generalized elastic stability criteria 
for cubic (Eq. 2) and tetragonal (Eq. 3) crystals under hydrostatic pressure 

 43 11 12 11 120, | |, 2 0C C C C C> > + >   (2) 

 

2
11 12 11 12 33 12

2 2
11 12 33 11 12 33 13

44 66

1
0, ( ) 0

2

( ) 8 0

0, 0

C C C C C C

C C C C C C C

C C

− > − − >

+ + + + − + >

> >

  (3) 

Ab initio computations have been also used to calculate the bulk modulus of the 
phases B, being equal to 109 GPa for TiAl, and 203 for Ni3Al. Again this is close to 
the literature value of 108 GPa [5] for TiAl, and 208 GPa [5] for Ni3Al. 
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4. Conclusions 

Results of ab initio calculations for zero pressure are in good agreement with 
avaiable experimental data (cell constants, elastic constants, bulk moduli). It should 
be noted that the Cij(P) for Ni3Al increase linearly with increasing pressure. 
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Molecular dynamics of hypoxanthine-3-N-oxide 
near fullerene “sphere” – a computer simulation* 

P. RACZYŃSKI
**, S. PAŁUCHA, P. BROL, Z. GBURSKI 

Institute of Physics, University of Silesia, Uniwersytecka 4, 40-007 Katowice, Poland 

A computer simulation (MD method) study is presented for a nanosystem composed of a limited 
number (n = 15, 25, 35) of hypoxanthine-3-N-oxide (H3NO) molecules surrounding a single fullerene 
molecule. The calculations were performed for several temperatures and densities (solid and fluid phases 
of hypoxanthine-3-N-oxide thin layers). The mean square displacement, diffusion coefficient, linear and 
angular velocity autocorrelation functions and their Fourier transforms have been obtained for H3NO.  

Key words: fullerene; hypoxanthine-3-N-oxide; cluster; molecular dynamics 

1. Introduction 

The study of bulk samples of fullerene molecules and its compounds is now quite 
advanced. However, in recent years, one observed vital activity in investigating very 
small, finite-size fullerene-based systems [1, 2], stimulated by the requirements of 
bio- and nanotechnology. In this work, an exotic nanosystem, a single fullerene (C60) 
molecule covered with a number of hypoxanthine-3-N-oxide (H3NO) molecules was 
studied via the molecular dynamics method (MD) [3]. Amongst other functions [4], 
(H3NO) has been identified recently as the putative alarm pheromone of ostariophysan 
fishes [5].  

2. Computational procedure 

Use was made of the standard Lennard–Jonnes (LJ) interaction potential V be-
tween carbon atoms of buckyball fullerene [1] and the atoms (sites) of hypoxanthine-
3-N-oxide molecule, as well as between H3NO and H3NO sites. Namely,  

_________  
*The paper presented at E-MRS 2004 Fall Meeting, Warsaw, Poland, 6–10 September, 2004. 

**Corresponding author, e-mail:praczyns@us.edu.pl 
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12 6

( ) 4ij
ij ij

V r
r r

σ σε
⎡ ⎤⎛ ⎞ ⎛ ⎞= −⎢ ⎥⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠⎢ ⎥⎣ ⎦

 

where rij is the distance between the atoms i and j, ε is the minimum of the potential at 
a distance 21/6σ, kB is the Boltzmann constant. The LJ potential parameters ε and σ are 
given in table 1 [6]. The L-J potential parameters between unlike atoms are given by 
the Lorentz–Berthelot rules [3]. 

Table 1. The Lennard–Jones parameters 

Atoms ε/kB [K]  σ [Å] m [10–25 kg] 

C  58.2 3.851 0.199 
O 88.7 2.95 0.26551 
N 37.3 3.31 0.11616 
H 12.4 2.81 0.016594 

 
The classical equations of motion are integrated up to 5 ns by the predictor-cor- 

rector Adams–Moulton algorithm [7]. The integration time step was 0.4 fs which en-
sures total energy conservation within 0.01%. The initial distribution of molecules 
was generated by the Monte Carlo (MC) algorithm [3] (106 MC steps). 

3. Results 

In Figure 1, the calculated mean square displacement 
2

Δ ( )r t
�

 of the centre of 

mass of H3NO is presented for the temperature range of 15–65 K and the concentra-
tions of C60(H3NO)15, C60(H3NO)25 and C60(H3NO)35.  

The mean square displacement is definied by 
2 2

Δ ( ) ( ) (0)r t r t r= −� � �

, where 

r
�

 is the position of the centre of mass of a single molecule [3]. It is known [8] that 

the slope of 
2

Δ ( )r t
�

 is proportional to the translational diffusion coefficient D of 

a molecule, for the calculated D values of H3NO, see Fig. 2. 
The solid phase appeared at low temperature (T = 15 K) for all concentrations. 

The nonzero slope of 
2

Δ ( )r t
�

 for higher temperatures is the indication of the trans-

lational diffusion of hypoxanthine-3-N-oxide molecule (liquid phase). The calculated 
diffusion coefficients of C60 and H3NO molecules in C60(H3NO)35 are compared in 
Fig. 3.  
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Fig. 1. Mean-square displacement of the centre of 
mass of hypoxanthine-3-N-oxide molecule  

for three concentrations at several temperatures:  
a) C60(H3NO)15, b) C60(H3NO)25, c) C60(H3NO)35 

 
Fig. 2. Translational diffusion coefficient D of the centre of mass of  

hypoxanthine-3-N-oxide molecule for three concentrations at several temperatures 

As expected, due to a large difference between the masses of the molecules, the 
value of D for fullerene molecules is much smaller than that for H3NO and the motion 
of fullerene during the observed time scale is practically negligible. In Figure 4, one 
can see the velocity autocorrelation function (VACF) 

1
( ) ( ) (0) (0) (0)C t tν ν ν ν ν −=�

� � � �

 

where ( )tν�  is the translational velocity of the centre of mass of H3NO molecule, 
simulated for several temperatures and concentrations.  
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Fig. 3. Calculated diffusion coefficients of C60 and H3NO molecules 

  

Fig. 4. Linear velocity autocorrelation function of 
the centre of mass of hypoxanthine-3-N-oxide molecule 

for three concentrations at several temperatures:  
a) C60(H3NO)15, b) C60(H3NO)25, c) C60(H3NO)35  
 
The VACF correlation function at the lowest temperature studied, T = 15 K, 

shows dumped oscillation with the first dip negative – the behaviour attributed to the 
solid phase. The oscillations of VACF become less pronounced and the first dip never 
gets negative for higher temperatures (a softer liquid like phase.). Figures 5–7 show 
the angular velocity correlation functions (AVCF) 

1
( ) ( ) (0) (0) (0)C t tω ω ω ω ω −=�

� � � �

,  

where ( )tω�  is the angular velocity of molecule for both C60 and H3NO molecules, as 
well as their frequency Fourier transforms. In the case of C60, increasing the tempera-
ture from T = 15 K to T = 65 K shifts the extrema of AVCFs towards shorter times 
(faster reorientation, see Fig. 5a).  
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Fig. 5. Angular velocity autocorrelation function of C60 molecule in C60(H3NO)35  

for several temperatures (a) and the corresponding Fourier transforms (b) 

  

 

Fig. 6. Angular velocity autocorrelation function 
C
ω
(t) of H3NO molecule for three concentrations:  

a) C60(H3NO)15, b) C60(H3NO)25, c) C60(H3NO)35, 
at several temperatures 
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Fig. 7. The Fourier transform of C

ω
(t) of H3NO molecule in C60(H3NO)n cluster: 

a) n = 25, T = 15 K and 65 K; b) n = 15, 25, 35, T = 15 K 

The increase of temperature from T = 15 K to T = 65 K shifts the maxima of the fre-
quency spectrum (Fourier transform) of AVFC from around 5×1011 Hz to 6.2×1011 Hz. 
Switching the attention to reorientation of H3NO molecules one can note, that below  
T = 55 K all AVCF’s possess a well defined negative value dip at mid-time (~2 ps) 
(Fig. 6a–c). 

For T = 55 K and above AVCFs have the shape similar to the unconstrained rota-
tion [8]. These facts may be an indication of a phase transition around T = 50 K. Fur-
ther support to this conclusion comes from the inspection of Fourier transforms of 
AVCF (Fig. 7). 

Increasing the temperature changes the broad band between (1–3.5)×1011 Hz (solid 
phase) to the sharp peak around 5×1010 Hz after the solid–liquid phase transition 
(Fig. 7a). The Fourier transform of AVCF in the solid phase (T = 15 K) depends only 
slightly on the number of H3NO molecules in the layer (Fig. 7b). The Fourier trans-
form plots of VACF and AVCF in the liquid phase (T = 65 K) of C60(H3NO)n for 
n = 15, 25, 35 are presented in Fig. 8a, b. Here again, the n-dependences of VACF and 
AVCF are rather weak. 



Molecular dynamics of hypoxanthine-3-N-oxide 

 

597 

 

 

 
Fig. 8. The Fourier transform of: Cv(t) (a) and C

ω
(t) (b) of H3NO molecule 

in C60(H3NO)n cluster; n = 15, 25, 35, T = 65 K for both a) and b) 

4. Conclusion 

In conclusion, it has been shown that well distinguished solid and liquid phases of 
a spherically shaped hypoxanthine-3-N-oxide layer surrounding fullerene molecule 
can be observed. The solid–liquid phase transition appears arround T = 50 K. The 
translational diffusion coefficient of hypoxanthine-3-N-oxide molecule in the liquid 
phase of the layer has been determined. The mobility (diffusion) of H3NO molecule in 
the liquid phase at a given temperature slightly depends on the number of hypoxan-
thine-3-N-oxide molecules surrounding fullerene (forming the layer). The preliminary 
MD simulations presented here may encourage some future experimental research in 
this field. 

References 

[1] DRESSELHAUS M.S., DRESSELHAUS G., EKLUND P.C., Science of Fullerenes and Carbon Nanotubes, 
Academic Press, New York, 2000. 

[2] DAWID A., GBURSKI Z., J. Phys.: Cond. Matter, 15 (2003), 2399. 



P. RACZYŃSKI et al. 598 

[3] ALLEN M.P., TILDESLEY D.J., Computer Simulation of Liquids, Oxford University Press, Oxford, 
1989. 

[4] MURARY R., Harper’s Biochemistry, McGraw-Hill, Maidenhead, Berkshire, 2003. 
[5] BROWN G.E., ADRIAN J.C., PATTON T. Jr., CHIVERS D.P., Can. J. Zool., 79 (2001), 2239. 
[6] DAWID A., GBURSKI Z., Phys. Rev. A, 68 (2003), 065202. 
[7] RAPAPORT D.C., The Art of Molecular Dynamics Simulation, Cambridge University Press, Cam-

bridge, 1995. 
[8] BARNER A.J.S, ORVILLE-THOMAS W.J., YARWOOD J., Molecular Liquids, Reider, Dordecht, 1984. 

Received 7 September 2004 
Revised 12 October 2004 

 



Materials Science-Poland, Vol. 23, No. 3, 2005 

The search for minimum potential energy structures 
of small atomic clusters. 

Application of the ant colony algorithm* 

P. RACZYŃSKI
**, Z. GBURSKI 

Institute of Physics, University of Silesia, Uniwersytecka 4, 40-007, Katowice, Poland 

The ant colony algorithm has been applied to the problem of finding the minimal potential energy 
configuration of a small physical system (cluster) of atoms interacting via the Lennard–Jones phenome-
nological potential. The ants were positively motivated if their activity (displacement of atomic positions) 
leads to a lower total potential energy of the system. Starting from a random spatial distribution of atoms, 
during the optimalization process, the ants were able to find configurations with energies much lower 
than the initial ones. The optimized configurations generated by the ant colony algorithm can be used as a 
good starting point for classical or ab initio molecular dynamics (MD) simulations. 

Key words: ant colony algorithm; cluster; potential energy; computer simulations 

1. Introduction 

The ant colony algorithm has been widely used to solve more and more problems 
including the famous Travelling Salesman Problem [1, 2], Vehicle Routing Problems 
[3], etc. The main idea of this algorithm is to duplicate the way the ants search for 
food and transport it to the ant-hill (using pheromone traces). In other words, it is an 
adaptation of the natural search behaviour of ants in an ant colony. Usually, at the 
beginning, the ants use, or try, many random paths. However, after some time – due to 
mutual exchange of information in the ant society achieved by chemical tracing 
(pheromone) – a particular path becomes the most preferred, i.e. there is the highest 
concentration of pheromone on this chosen track. The application of the ant colony 
algorithm to the important problem of searching for the minimal potential energy con-
figuration of a physical system of interacting atoms is shown. 

_________  
*The paper presented at E-MRS 2004 Fall Meeting, Warsaw, Poland, 6–10 September, 2004. 
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2. Search procedure 

The physical system of interest is a cluster composed of n identical atoms embed-
ded in a cubic box of edge length a. To be more specific, let us consider they are ar-
gon (Ar) atoms and n = 7. The interaction potential V(rij) between a pair of argon at-
oms is well described by the Lennard–Jones (LJ) equation [4] 

12 6

( ) 4ij
ij ij

V r
r r

σ σε
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where rij is the distance between an ith and jth atom. The total potential energy of the 
system is  

, 1,

( )
n

ij
i j j i

V rϕ
= >

= ∑  

The LJ potential parameters ε and σ for argon are given in Table 1 [5], where kB is the 
Boltzmann constant. 

Table 1. The Lennard–Jones parameters for argon 

Atoms ε/kB [K] σ [Å] m [10–25 kg] 

Ar  119.8 3.4 0.664 

 
The number of ants has been chosen as equal to the number of atoms (interacting 

sites). The initial position ri = (xi, yi, zi) of the ith atom has been randomly chosen within 
the range [0,a] for each component of ri. In case the positions of neighbouring atoms 
were too close to each other, the drawing process for these atoms was repeated. This 
ensures that the system does not explode accidentally. The centre of mass RCM of the 
system was calculated. The ants were positively motivated by three factors: pheromone 
value, drawing the positions of the atoms towards the centre of mass and most impor-
tanly, decreasing of the total potential energy. The positions of n atoms can be repre-
sented by a graph in three-dimensional space. The vertices of this graph are Ar atoms. 
Each ant draws one graph’s vertex (pick up an atom). Following the ant algorithm pro-
cedure [6], the pheromone matrix for this initial configuration must be defined. The 
pheromone matrix is composed of a pair (i, j) of coefficients characterising the attrac-
tiveness of the (i, j) connection (edge) between the ith and jth vertex of the graph. Since 
at the begining no ant knows more or less than any other, all coefficients of the phero-
mone matrix are initialized by the same value τ  between [0,1]. 

After establishing the initial conditions, the algorithm described starts. This means 
the first ant randomly moves the position of one of the n – 1 atoms (excluding the 
atom it is associated with) and the Lennard–Jones potential for this perturbed configu-
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ration is calculated and memorized. Then the ant puts the just moved atom to its pre-
vious position and randomly moves the next one of the n – 2 atoms. The LJ potential 
for this system is again calculated and memorized. The ant applies the same procedure 
to the remaining n – 3 atoms, etc. The described procedure is repeated by all ants. 

Now, each ant knows n – 1 potential energies (configurations) corresponding to 
the random displacements of all vertices of the graph (atoms), except the one where 
the ant actually remains. To consider next move the ant can use one of two possibili-
ties distinguished by a real number q0 (q0∈[0...1]), which is supplied in the set of the 
starting parameters (see Table 1). The algorithm randomly draws a number between 0 
and 1 and compares it to q0. If this number is smaller than q0, the first possibility is to 
find a local best minimum [6] defined by the formula: 

( , ) arg max{[ ( , )][ ( , )] }S i j i j i j βτ η=  

where τ(i, j) is the pheromone coefficient between the ith and jth vertical (atom),  
η(i, j) = 1/ϕ, where ϕ is the total potential energy of the system in which only the 
position of (jth) atom has been changed, β is a heuristic parameter which determines 
the relative importance of the pheromone versus the atomic displacement (β > 0). The 
ant will chose the configuration for which the calculated value S(i,j) is the largest, 
denoted here by argmax. The other possibility (when the randomly drawn number is 
larger than q0) is to construct the matrix of probabilities 

[ ] [ ]
[ ] [ ]
( , ) ( , )

( , ) ,
( , ) ( , )

i j i j
p i j

i j i j

β

β

τ η

τ η
=
∑

 0 ≤ p(i, j) ≤ 1 

The value of p(i, j) is larger if the LJ potential energy is lower and the pheromone 
value between the ith and jth vertex is larger. By definition, the sum over j of p(i, j) 
must be equal to 1 for any fixed i. For fixed i = i0, each p(i0, j) can be associated with 
a particular segment from the [0, 1] range. The sum of these segments must be equal 
to 1 and the whole [0, 1] range is filled. The larger segment of [0, 1] range is associated 
with the larger p(i0, j). Then a real number beetwen 0 and 1 is randomly generated, this 
value falls into one of the segments associated with p(i0, j), and for that matter with one 
of the vertices j. If the random number indicates the p(i0, j′) segment of [0,1], the vertex 
to be chosen is j′. 

Before the algorithm step is completed, the local pheromone update is required, 
i.e. each ant between t, t + 1 step, lays a quantity of pheromone on the edge connect-
ing ith and jth vertices (in our case i0 and j′ vertices), following the formula [7]: 

 ( , ) ( , ) 0( , 1) (1 ) ( )i j i jt t t kΔτ ρ τ ρ τ+ = − +   (1) 

where k is the number of ants that visited the same atom (i) and all of them moved 
another atom (j), ρ is a real number between <0,1> which takes care of the intensity of 
pheromone [7]. The applied ant algorithm parameters are given in Table 2. 
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Table 2. The applied algorithm parameters 

Parameter symbol Value 

β 5 
q0 0.65 
ρ 0.23 
τ0 1 

 
What has been described is one step of the algorithm. The next steps would be es-

sentially similar except that the ant cannot move the vertices already moved in the 
previous steps. Hence, the total number of steps in the cycle cannot be higher than the 
number of vertices (atoms) minus one. 

At the end of each cycle (composed of maximum n – 1 steps), the global phero-
mone update is performed. This means that the most effective attempt (displacement 
of atoms) which leads to the lowest LJ potential energy during the cycle, will be 
marked by an additional amount of pheromone. The formula for global pheromone 
update is given by [6]: 

( , ) ( , ) 0 ( , )( , ) (1 ) ( ) ( , )i j i j i jt t z t t t zΔτ ρ τ ρ τ′ ′+ = − + +  

where ρ′  has the same meaning as ρ in Eq. (1), z is the sum of steps in a cycle. The 
most effective try will be used as a starting point for a new cycle. 

The number of cycles can be very large, the finite number of cycles is called an 
experiment. For the interpretation we used the average of many experiments. 

3. Results 

Calculations were performed for a small cluster composed of n = 7 argon atoms. 
Figure 1 shows an example of the initial (randomly chosen) configuration of atoms 
located in a cubic box (the length of edge a = 3 nm). 

 
Fig. 1. The snapshot of the starting  

configuration of Ar7 cluster (a = 3 nm) 



Application of the ant colony algorithm 

 

603 

 

Several values of a have been used for testing the effectiveness of the alghorithm. 
A natural physical criterion for a stable equilibrium structure is the requirement of 
minimum potential energy in the system. Guided by this, the ant colony optimaliza-
tion procedure has been performed. The evolution of potential energy V of the Ar7 
cluster averaged over 103 experiments as a function of the number of cycles is given 
in Fig. 2, for several sizes of the cubic box. 

 
Fig. 2. The average values of the potential energy of Ar7 cluster (a = 3, 6, 10 nm) 

 
Fig. 3. Examples of potential energy of Ar7 cluster (a = 3, 6, 10 nm) 

The quick relaxation of V towards the required (lower) value can be seen, fol-
lowed by the saturation. Performing more cycles in the saturation area does not seem 
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to be effective. The saturated potential energy does depend on the size of the box. The 
start of optimization procedure in a smaller box leads to a substantially lower energy. 
Making the box too large generates too many configurations to be checked and the 
algorithm has the tendency to stop at the local minimum. It is not believed that this 
type of weakness of the ant algorithm in this context has been reported. Figure 2 
shows the average of 103 experiments. Figure 3 presents an example of single optimi-
zation (non averaged) which is much better as it shows a lower potential energy than 
the averaged one. The differences between single optimization could be quite substan-
tial and in Fig. 4 the comparison of two extreme optimizations for a = 3 nm is shown. 

 
Fig. 4. The comparison of two extreme optimalizations of Ar7 (a = 3 nm) 

 
Fig. 5. The calculation time of one cycle of optimalization for Arn clusters 

(n = 5, 7, 10, 13, 15; a = 3 nm; CPU AMD Athlon 2GHz) 
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It was found that the calculation time tc required for one cycle was dependent on 
the number n of atoms in the cluster. This is illustrated in Fig. 5, tc increases rapidly, 
non-linearly, with the growing number of atoms. 

 
Fig. 6. The snapshot of optimized configuration of Ar7 cluster (a = 3 nm) 

The final cluster’s configuration obtained from the initial positions of argon atoms 
(shown in Fig. 1) is given in Fig. 6. 

4. Conclusions 

Although the authors cannot guarantee that this is the structure corresponding to 
the global minimum of potential energy, the increased level of condensation (packing) 
of the cluster is evident. That was the configuration looked for at the beginning of 
molecular dynamics or Monte Carlo simulations of the clusters. Starting from this, 
partially optimized configuration could save computer time for calculations which are 
solely based on laws of physics (for example molecular dynamics (MD) simulations). 
This study shows that the ant colony algorithm could be implemented into MD pro-
grams as a helpful tool for establishing a reasonable starting configuration. Unfortu-
nately, without additional conditions, one should not expect the ant colony algorithm 
to guarantee finding the global minimum of potential energy. 
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We proposed a very simple new method of quantitative assessment of surface roughness and texture. 
We have combined methods that have been used in medicine (histopathology) with methods used in 
nonlinear time series analysis. A greyscale 2-D image of a 3-D surface is used for calculations of the 
surface fractal dimension which is a good measure of surface roughness. In the pre-processing step, the 
image is transformed into 1-D signals (“landscapes”) that are subsequently analyzed. The method draws 
from multiple disciplines and has multidisciplinary applications. One of the possible applications is qual-
ity assessment of nanosensors. The same methods of analysis may be used for processing of (bio)signals 
generated by these nanosensors. 

Key words: fractal dimension; nanosensors; nanomaterials; quality assessment; signal analysis 

1. Introduction 

Calculating materials properties from structural models has been one of the most 
important problems in materials science [1]. There is still a need for relatively simple 
methods to assess properties of materials, especially surface properties, based on the 
analysis of experimental data such as microscopic images. Fractal and symbolic 
methods of image and signal analysis can be very useful for these purposes. The prob-
lem is that there exist very different definitions of fractal dimension and very different 
methods are implemented for their calculations [2]. As scientists become more spe-
cialized in narrow disciplines, frequently the methods which need to be applied in 
their research may have been used in other disciplines for a long time. When we learn 
this we are often amazed, like Molier’s Mr. Jourdain (Le Bourgeois Gentilhomme 

_________  
*The paper presented at E-MRS 2004 Fall Meeting, Warsaw, Poland, 6–10 September, 2004. 
**Corresponding author, e-mail: wklon@ ibib.waw.pl 
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II.iv), who says: “Good heaven! For more than forty years I have been speaking prose 
without knowing it”. What is needed is a very multidisciplinary approach to the prob-
lems and these methods both, draw from multiple disciplines and have multidiscipli-
nary applications. 

These methods may be used for assessing structural properties of materials as well 
as for quality assessment of nanosensors as their quality depends on surface rough-
ness and texture. Nanotechnologies provide new sensors that enable easy acquisition 
of biosignals for monitoring of drivers, pilots, etc. and for clinical applications. But 
before any signal generated by a nanosensor can be used for monitoring or clinical 
assessment, the signal has to be appropriately processed and visualized. The same 
data-processing methods, based on fractal and symbolic computational methods, may 
be used for extraction, fusion, and visualization of multi-modal information from 
nanosensors for representing and managing signal complexity. These methods are 
computationally effective and may be applied in real time. 

The symbolic method proposed for signal analysis leads to similar results as the 
fractal dimension method [3, 4], but needs greater sets of data (i.e. longer signals) 
than those considered here as examples.  

2. Methods 

The fractal dimension is a good predictor of people’s perception of surface rough-
ness [5, 6]. A new method of inferring fractal dimension of a 3-D surface (i.e., of 
a surface in 3-D physical space) from a 2-D greyscale image of that surface has been 
developed – the image data are preprocessed to produce 1-D landscapes, which are 
analyzed using signal analysis methods. In this way, the dimensionality of the prob-
lem and so its computational complexity is drastically reduced.  

A digitized image can be viewed as a surface for which x- and y-coordinates repre-
sent position and the z-coordinate represents grey level (intensity). The fractal nature 
of this putative, statistically self-affine surface can then be characterized, both in the 
spatial domain with fractal dimension, and in the frequency domain with spectral ex-
ponent β. 

Fractal dimension is invariant with respect to linear scale transformations and it is 
simply related to power spectrum exponent β. If a fractal Brownian surface embedded 
in 3-D space has fractal dimension Ds and the power spectrum proportional to fβ, its  
2-D image shows power spectrum proportional to f 2 –β, where  β/2 = (3 – Ds). Thus, 
one can use the power spectrum of the image to assess the fractal dimension of the 
surface. β is also simply related to the Hurst exponent [5, 6]. However, this method of 
calculation of fractal dimension is much simpler than the spectral or Hurst methods. 

Epithelial roughness and texture play a central role in histopatological diagnosis of 
malignancy. Mattfeldt (1997) preprocessed microscopic 2-D images of tumor cells’ 
epithelium into 1-D signals (landscapes) and then embedded these signals in a phase 
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space, using a ‘time-delay’ method. He found that the correlation dimension differed 
considerably between benign and malignant mammary gland tumors [7]. Here we 
propose to use a similar simple method for preprocessing the surface’s 2-D image to 
construct 1-D landscapes, but in the second step to use Higuchi’s fractal dimension 
method [8] for analysis of the landscapes obtained. 

A digitized image is a pattern stored as a rectangular data matrix. Grayscale images 
are matrices where the matrix elements can take on values from 0 to gmax=(2b – 1), 
where b denotes number of bits (for b = 8gmax = 255). The rendering on a video screen 
is a presentation of the values from white (0) to black (2b – 1). Most colour images 
are overlays of three grayscale images. 

Stepping through a grey value image length of N pixels and height of M pixels row 
by row the sum of the grey values in each row, Gm (m= 1, …, M), are calculated and 
the numbers normalized by using the largest of those values G to produce the “hori-
zontal” landscape 

 m
m

G
NGS

G
=   

Similarly, stepping through the same image column by column (n = 1, …, N) an-
other, “vertical” landscape is produced as shown in. Fig. 1. 

  

Fig. 1. Example of a surface with anisotropic 
roughness properties (texture); fractal dimension in 
the x and y image direction are unequal: a) the grey-
scale image (D51.gif from [4]), 256×256 pixels; the 
landscapes were analyzed using 128 points window, 
moved in each step 1 point to the right, b) horizontal 

landscape (row by row) shows mean fractal dimension 
Dh = 1.84, c) vertical landscape (column by column) 

shows mean fractal dimension Dv = 1.07  
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If necessary, other landscapes may be constructed using a similar counting tech-
nique, stepping through the same picture in different directions, e.g. in diagonal direc-
tions, or in some rectangular frames. The resulting NGS series serve as an input for 
the subsequent signal analysis using Higuchi’s fractal dimension or symbolic dynam-
ics methods. 

  

 

Fig. 2. Examples of surfaces with (nearly) isotropic 
and uniform properties of different roughness; 

fractal dimensions of the horizontal landscapes Dh 

and of the vertical landscapes Dv are nearly equal. 
The greyscale images, each 644×644 pixels from 
[4]; landscapes were analyzed using 128 points 

window, moved in each step 1 point to the right:  
a) D5.gif from [4], Dh = 1.32, Dv = 1.32, b) D92.gif 
from [4], Dh = 1.42, Dv = 1.47, c) D9.gif from [4],  

Dh = 1.65, Dv = 1.70 

Higuchi’s fractal dimension D is calculated directly from the time series, without 
embedding the data in a phase space as in the case of e.g., correlation dimension. Df  

is, in fact, a fractal dimension of the curve representing the signal under considera-
tion, and so it is always between 1 and 2. Since a simple curve has dimension equal 1 
and a plane has dimension equal 2, the fractional part of Df  is a measure of the signal 
complexity. Df should not be misled with fractal dimension of an attractor in the sys-
tem’s phase space. 

3. Results 

As examples we present here analysis of surface images from [9]. If a surface 
shows anisotropic roughness properties (texture) then fractal dimensions of the hori-

a) b) 

c) 



A fractal method for nanomaterials science and nanosensors 

 

611 

 

zontal and vertical landscapes differ one from another (Fig. 1). On the other hand, 
fractal dimensions of landscapes for surfaces that show isotropic roughness properties 
change appropriately with changes of surface properties – the smaller are uneven-
nesses of the surface, the greater are fractal dimensions of its landscapes (Fig. 2). 

4. Discussion 

Fractal dimension of a surface is invariant with respect to linear transformation of 
the data and to transformation of scale. So, the normalization in Eq. (1) is convenient 
for presentation of the landscapes, but it is not really necessary since it does not 
change the value of Higuchi’s fractal dimension; thus the time necessary for calcula-
tions may be even further reduced. Fractal dimension calculated from an image, by 
virtue of its independence with respect to scale, appears to be nearly independent of 
the orientation of the surface. If the fractal dimension in the x and y image direction 
are unequal the surface is anisotropic. 

The fractal dimension of a natural surface depends on the dominant process at any 
particular scale. That is why a surface may need multifractal description [10]. The aim 
of measuring fractal dimensions is not only to add new structural parameters to al-
ready existing ones, possibly describing new structural characteristics but a more im-
portant aim is to get a deeper insight into the development of complex structures and 
the processes that contribute to structure forming. 

Fractal methods are becoming increasingly more important in the study of materi-
als characteristics and/or underlying processes’ classification [10, 11] as well as in 
signal analysis [12] and image recognition [13]. 

5. Conclusions 

The proposed method may serve for simple quantitative assessment of surface 
roughness and texture, in particular for comparative quality assessment of nanosen-
sors. It is also attractive that the same fractal method may be used for processing of 
(bio)signals generated by nanosensors. Our philosophy is that to be applicable 
a method should preferably be really simple and easily understandable by non-
specialists in the field. The presented fractal method is very simple and it both draws 
from multiple disciplines and have multidisciplinary application. 
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Dynamic transport properties of layered high-temperature anisotropic oxide superconductors have 
been investigated. An analysis is performed describing the way resistivity-less transport current flows in 
these superconductors and how it is limited by the velocity of the vortex motion, creating resistivity de-
termining the critical current. The specific, anisotropic shape of the vortices is considered in connection 
with the layered crystal structure of the high-temperature oxide superconductors taken into account. The 
results of numerical calculations of the current–voltage characteristics in such a case are presented, which 
indicate the influence of anisotropy and inter-plane interaction on the critical current in the nearest 
neighbours approximation. The elastic energy of the vortex lattice is also included. 
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1. Introduction 

Most of high-temperature superconductors discovered so far are planar materials 
containing CuO2 planes. Exceptions from this rule are fullerides and magnesium bor-
ide, MgB2, which, in fact, is also a layered material with hexagonal magnesium and 
boride layers. An example of a tetragonal layered crystal structure of Cu-based high-
temperature oxide superconductors of the YBa2Cu3O7–x type with a marked antiferro-
magnetic order of Cu atoms is shown in Fig. 1. The planar structure of these materials 
influences the magnetic and electric properties of HTc superconductors. The present 
paper is devoted to an analysis of dynamic transport properties related to the magnetic 
vortex movement in such anisotropic HTc superconductors. Some basic ideas describ-
ing the dynamic vortex motion will be introduced, taking into account vortex pinning 
on the material inhomogeneities – pinning centres. Individual or collective pinning 
may then appear. Collective pinning takes place for low pinning centre concentra-
tions, at which many vortices occupy the same pinning centres. Collective pinning is 
_________  
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therefore a weak one. In the opposite case of the high pinning centre concentrations, 
individual pinning dominates, which is especially important for high-temperature 
superconductors. 

 
Fig. 1. Antiferromagnetic ordering of Cu atoms  

in a YBaCuO unit cell with indicated spins 

High-temperature superconducting materials are a very promising tool for investigat-
ing this interaction of pancake-shaped vortices created in a perpendicular magnetic field 
and localized in individual layers. Such thin vortices interact individually with single 
pinning centres, while for three-dimensional low-temperature superconducting materials 
the flux lines are captured by many pinning centres. During current flow, the vortices 
tear themselves off from the pinning centres and start to move. This movement of an 
array of vortices, realized initially in the flux creep, and for higher currents in the flux 
flow process, leads to the appearance of resistivity. For low vortex velocities, the Bar-
deen–Stephen model [1] can be used, in which the resistivity of the flux flow motion is 
connected with various transition times between the normal and superconducting elec-
trons forming Cooper’s pairs, and with the inverse of this process, thus leading to the 
damping of the movement of vortices and to the appearance of viscosity. 

 
Fig. 2. The Andreev reflections of a quasi-electron 
in a vortex core during a rapid flux flow process 

For larger currents, the quasi-stationary vortex motion changes into a dynamic 
one, in which electrons from the vortex core are subjected to frequent Andreev’s re-
flections at the boundary of the core, as presented in Fig. 2. Electrons are then con-
verted into holes, while their energy continuously increases in each reflection process. 
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Finally, part of the quasiparticles leave the vortex core, which collapses, while its 
viscosity decreases. This effect, described in the Larkin–Ovchinnikov model [2], 
leads to the instability of current–voltage characteristics, recently observed experi-
mentally in the Ce-doped Nd2–xCexCuOy high-temperature superconductor [3]. 

2. The influence of the pinning interaction on vortex dynamics 

Two-dimensional vortices generated in the layered cuprate superconductors in 
a perpendicular magnetic field are localised in the individual CuO2 planes, shown in 
Fig. 1 and are therefore called pancake vortices. The magnetic quantised flux is local-
ized in the base layer, generating circulating currents at distances in the range of the 
penetration depth. In the surrounding planes, this magnetic flux is screened by in-
duced currents, having therefore opposite direction. This indicates that if the direction 
of the screening currents is taken into account, pancake vortices in the same plane 
repel each other, while those in opposite planes attract each other. Therefore, the total 
electric current flowing in a layered high-temperature superconductor in a perpendicu-
lar magnetic field is superposition of the currents generated by individual pancake 
vortices localized in the surrounding CuO2 planes. 

In the present chapter, the vortex dynamics of high-temperature oxide supercon-
ductors is investigated in the framework of the flux creep model, which precedes the 
flux flow process presented previously. The flux creep effect appears in real HTc 
superconductors with the inclusion of normal phase precipitations for instance, which 
act as pinning centres. According to scanning microscopy results and the applied 
bending strain process, the existence of flat pinning centres has been considered 
which can arise during the winding procedure of HTc windings from superconducting 
tapes, in the process of constructing superconducting electromagnets, among others. 
Micro-cracks, edge dislocations, and other mechanical defects of the flat geometrical 
shape then appear. They diminish the tape cross-section, which is a dominant effect 
decreasing the critical current, as well as insert additional pinning centres.  

 
Fig. 3. Experimental results of measurements at 77 K of the current–voltage  

characteristics for HTc BiSCCO tape versus bending strain e in per cents  
(from the right side e = 0, 0.2, 0.4, 0.6, 0.8, 1) 
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The experimentally observed influence of defects on current–voltage characteris-
tics for HTc superconducting tape is shown in Fig. 3. The figure presents the influ-
ence of the bending strain creating mechanical defects on the current–voltage charac-
teristics of BiSrCaCuO tape. Measurements were performed at liquid nitrogen 
temperature, while the tape was directly immersed into a cryostat filled with liquid 
nitrogen. The tape-mounting part of an experimental sample holder, which introduces 
the desired bending strain, is shown in Fig. 4.  

 
Fig. 4. View of the experimental setup for mounting the sample 

for measuring the influence of the bending strain on the critical current 

A bending strain, defined as: 

 
t

e
D

=  (1) 

was applied up to 1% by mounting the tape between various dies – upper and bottom 
ones with changing radii (D/2), while t = 0.27 mm is the tape thickness. The tape 
width was equal to 3.7 mm. Not too high values of the critical current may be con-
nected with the fact that the measurements (Fig. 3) were performed applying a recti-
fied, non-smoothed current. Complementary investigations performed using a stabi-
lized DC power supply really indicated larger values of the critical current. 
A decrease in the critical current during the bending procedure is, however, apparent. 
A certain concentration of defects was introduced into the tape during the technologi-
cal process, because otherwise the vortex structure could not be anchored and the 
critical current would disappear. The bending strain inserts additional defects of the 
micro-crack kind. These defects reduce the superconductor cross-section and, on the 
other hand, create pinning centres interacting with vortices and thus stimulating 
current enhancement. In the investigated case, the vortices can be generated both by 
a weak external magnetic field and as the result of the current magnetic self-induced 
field. It is assumed in the present paper that in the middle of the regular vortex array 
a flat pinning centre is placed, whose interaction with the vortices is considered. The 
anisotropy of this interaction is connected with anisotropic values of the coherence 
length, determining the vortex core shape in the layered superconductors. The ap-
proximation of nearest neighbour interaction between vortices in the layer was as-
sumed. Similar nearest neighbour vortices have been taken into account in the subse-
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quent planes. This is a novel approach, since usually current–voltage characteristics 
are analysed in terms of the power law approximation [4], which is, in fact, a purely 
technical approach neglecting most of the physical phenomena that occur. 

Analysing the nonequilibrium distribution of the vortices, whose gradient is de-
termined by Maxwell’s equations, the magnitude of the transport current and the 
shape of the current–voltage characteristics generated in the flux creep process for 
a flat geometry of the pinning centres has been elaborated. The initial arrangement of 
pancake-type vortices was considered in a square lattice in each layer, while with an 
increase in the transport current the vortices in the lower part of the array are shifted 
towards each other, decreasing the distance between them, shown by the black points 
in Fig. 10. The superposition of currents surrounding them, including the induced 
screening currents from vortices in neighbouring planes, determines the total transport 
current amplitude. In the calculation, real BiSCCO tape parameters, such as geometri-
cal dimensions, critical temperature, critical magnetic field, coherence length, pene-
tration depth, and others, were used. 

3. Theoretical analysis 

The influence of magnetic vortex anisotropy and interplane interaction on the cur-
rent–voltage characteristics and the critical current of HTc oxide superconductors was 
analytically investigated according to the model presented above. The case of an ellip-
tic vortex core was considered, assuming anisotropic values of the coherence length in 
a dependence on the direction: 
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The enhancement of the free energy of the superconductor in this geometrical ap-
proach during the movement captured by the flat pinning centre vortex, at a distance x 
from the equilibrium position, as shown in Fig. 5, is equal to: 
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where l is the thickness of the pinning centre, corresponding to the thickness of the 
CuO2 layer. The force of the pinning interaction, determined by the gradient of energy 
as described by Eq. (3), is then given as: 
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Fig. 5. A view of the investigated geometry of the anisotropic 

vortex interaction with a pinning centre 

The energy barrier is obtained by taking into account the potential related to the 
Lorentz force: 
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Vanishing of the derivative from this potential indicates the position x1, for which 
the potential barrier is maximal. The potential barrier height is therefore: 
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where the notation i = j/jc has been introduced. The parameter jc is defined for indi-
vidual pinning centres as: 
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and has the physical meaning of the critical current density, since for j = jc the energy 
barrier in Eq. (6) vanishes. Inserting the potential barrier height into the constitutive 
equation describing the electric field generated in the flux creep process [5], we de-
termine the shape of the current–voltage characteristics for various values of the co-
herence length anisotropy ξa/ξb in a fixed magnetic field and temperature. For better 
visualizing the influence of anisotropy, calculations were performed for a fixed per-
pendicular cross-section of the vortex core, namely when ξa×ξb = const. The results 
shown in Fig. 6 indicate that anisotropy can lead to a decrease of the critical current. 
Figure 7, presenting the influence of the anisotropy effects on the dependence of 
transport current on the potential barrier height, confirms this finding. 

Equation (6) describes the case of a fully homogeneous sample, for which the 
critical current density jc is constant at each point of the HTc superconductor. As we 
should expect, however, a real superconductor with pinning centres is characterized 
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by inhomogeneity, causing the scattering of its cross-section and a local critical cur-
rent density. This has been taken into account by considering a statistical deviation of 
the local reduced current density i = j/jc by a value Δi with respect to the average one. 
The average value of the potential barrier height ΔU has then been approximated by 
the relation: 
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Fig. 6. Influence of the anisotropy of the vortex core shape on the current–voltage 

characteristics of the HTc superconductors:  
1 – ξa/ξb = 1; 2 – ξa/ξb = 2; 3 – ξa/ξb = 3 at T = 3 K, B = 2 T 

 
Fig. 7. Influence of the anisotropy of the vortex core shape  

on the pinning potential barrier of the HTc superconductor in reduced units: 
1 – ξa/ξb = 1, 2 – ξa/ξb = 2, 3 – ξa/ξb = 3 at T = 3 K, B = 2 T 

If we use the integral relation: 

 2 2arcsin arcsin
x x
dx x a x

a a
= + −∫   (9) 

then the final expression for the potential barrier height in the presence of sample 
inhomogeneity is obtained in the form: 
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where we have introduced the notation: i′= i + Δi. The parameter Δi in this model is 
related to the magnitude of the inhomogeneity of material, which for clean materials 
should be much lower than 1. The results of numerical calculations of the current 
–voltage characteristics versus magnetic field for Δi = 0.1 and 0.2 are shown in Fig. 8 
for an anisotropy ratio ξa/ξb = 2, indicating the way the sample inhomogeneity influ-
ences the I–V curves. The values of other parameters used in calculations are given in 
the diagrams. The material inhomogeneity can be connected with the existence of high 
concentrations of mechanical defects, acting as pinning centres, and thus reducing the 
superconductor volume of the sample and leading to the decrease of the average total 
critical current density. Equation 7 describes the critical current density in the case of 
a single pinning centre, and is later modified by taking into account the decrease of the 
superconducting tape cross-section connected with the existence of microcracks.  

 
Fig. 8. Influence of the material inhomogeneity, expressed by the parameter Δi = 0.1 (right) 

and Δi = 0.2 (left curve) on the current–voltage characteristics 
as the function of the magnetic field for HTc superconductor for an anisotropic case ξa/ξb = 2 

 
Fig. 9. Influence of the surface pinning centres concentration (in units of 1017 m–2 ) on the current 

–voltage characteristics and potential barrier height Δ in reduced units  for an anisotropic case ξa/ξb = 2 

The results of calculations of the influence defects concentration on the current 
–voltage characteristics and potential barrier height for an anisotropy in the range 
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ξa/ξb = 2 are shown in Fig. 9. The calculated decrease of the critical current with pin-
ning centre concentration for high defect concentrations, leading to the modification 
of Eq. (7), is in a good qualitative agreement with the experimental results presented 
in Fig. 3. From the layered structure of HTc superconductors the surface concentra-
tion of pinning centres is determined, giving the number of pinning centres per unit 
surface of the layer. 

 
Fig. 10. A schematic view of the vortices movement caused by an increase  

in the transport current: • indicates the subsequent positions of the nearest vortices 
around the captured vortex as the function of the current amplitude,  

the arrows denote direction of motion  

The parameter j describes the total current density at the vortex position, which is 
therefore a superposition of the currents generated by other vortices from the same 
plane as well as from the surrounding ones. For simplifying the numerical calcula-
tions, the nearest neighbour interaction approximation was applied in which it was 
assumed that the current density at the position of the investigated pinned vortex is 
a superposition of the screening currents from the nearest vortices. Figure 10 illus-
trates the geometry mentioned above. An increase in the transport current, according 
to the Maxwell’s equation, leads to the appearance of a magnetic induction gradient, 
obtained by the shift of vortex positions, and is indicated by the arrows within the 
nearest neighbouring vortices approximation. The critical current in this model is 
determined by the condition that the distance between the nearest vortices is in the 
range of the coherence length, which means that cores occupying two nearest points 
in the applied partition of the vortex position lattice start to overlap. The same as-
sumption was made for describing the movement of the nearest vortices in the sur-
rounding planes. The flux in the vortices from the surrounding planes generates 
screening currents in the central plane. The magnitude of these screening currents is 
inversely proportional to the distance between a given plane and the pinned vortex, 
while the number of planes interacting in this way is denoted in Figs. 11 and 12 by the 
symbol k. The expression for the current in pancake vortices was assumed basing on 
the data for the magnetic induction profile in these vortices [6]: 
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Then the current distribution obtained from Maxwell’s equation is given by the re-
lation: 
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where s is the distance between the superconducting layers. The results of calculations 
of the current–voltage characteristics and potential barrier height versus transport cur-
rent in a single layer, taking into account interlayer interaction, are shown in Figs. 11 
and 12, and indicate the importance of this interaction. 

 
Fig. 11. Influence of the interlayer interaction on the current–voltage characteristics 

for the HTc superconductor at T = 40 K, B = 0.5 T. The parameter k determines 
the number of the interacting CuO2 planes containing pancake vortices 

 
Fig. 12. Influence of the interlayer interaction on the pinning energy barrier 

for a HTc superconductor at T = 40 K, B = 0.5 T. The parameter k determines  
the number of the interacting CuO2 planes with pancake vortices 

In principle, the elastic energy of vortices should also be taken into account in 
these considerations. From the elastic properties of the vortex lattice the pinning cen-
tres acting on the fluxons enhance the energy of the system by moving vortices from 
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their equilibrium position by a distance x. This leads to an increase in the vortex elas-
tic energy, which is described now by the formula: 

 ( )2
el  =   U x αα ξ−   (13) 

where the parameter α includes the elasticity shear modulus cs. The results of 
calculations of the influence of the parameter α on the critical current density, as 
a function of the magnetic field, are shown in Fig. 13. 

 
Fig. 13. Influence of the elastic vortex lattice energy described by the parameter α  

on the local critical current density as the function of the applied magnetic field for T = 1 K 

4. Final remarks 

This paper discusses the dynamics of vortex motion in HTc superconductors. The 
cases of low and high vortex velocity in the flux flow process have been considered in 
layered superconductors. The flux creep effect was investigated in the pinned HTc 
BiSrCaCuO material taking into account the anisotropy of the material parameters and 
their inhomogeneity, as well as the interaction between vortices in surrounding layers 
within a nearest-neighbour proximity. 
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Distinguishing and identifying  
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Convenient and simple criteria are proposed enabling one to distinguish between deep level point and 
extended defects (e.g. dislocations) in DLTS measurements. The approach is based on earlier reports of 
several authors and on our own experiences in the field of DLTS data analysis for III–V semiconductors. 
It consists of standard DLTS measurements widened by line shape and line behaviour analysis, as well as 
capture kinetics measurements. In the first part, the paper presents a survey of the literature on the analy-
sis of DLTS signals originating from dislocations. In the second part, selected experimental data on dis-
tinguishing and identifying deep point and extended defects, in GaAs/GaAs and InGaAs/GaAs het-
erostructures, are presented. 

Key words: defect identification; deep levels; point defects; extended defects; DLTS 

1. Introduction 

One of the reasons why semiconductors find so wide applications in the produc-
tion of electrical and optical devices is the possibility of modifying their electronic 
properties by incorporating small fractions of impurities or other defects. Lattice de-
fects are needed for doping the material with shallow, hydrogenic donors and accep-
tors in order to determine the majority carrier type and concentration. The carrier 
mobility can usually be controlled as well. For this reason, the ability of controlling 
defects is immensely important. Therefore, at first it is necessary to master the techno-
logical processing of bulk materials with the least number of defects, and then the 
process of introducing a required number of defects during the growth or after the 
growth of the semiconductor crystal. 

In addition to these so-called desired defects, there are a wide range of undesired 
defects. In contrast to the hydrogenic, delocalised electron states of dopants, unde-
_________  
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sired lattice defects are characterized by highly localized states, usually situated deep 
in the band gap, but also, as we know today, even close to the valence or conduction 
band edges. They are commonly called “deep level defects”. Examples of such deep 
level point defects are some impurities, vacancies, interstitials, or their clusters. Deep 
level defects have larger capture cross sections than hydrogenic shallow defects and 
in most cases determine the minority carrier lifetime. Therefore, these defects play an 
important role in manufacturing high-speed electronic and optoelectronic devices. 
Defect investigation and characterization are interesting from the cognitive and prac-
tical point of view, because they decide about the effective production of perfect 
semiconductor devices. 

In contrast to deep point defects, spatially extended, many-electron defects form 
deep lying, closely spaced electronic states in the band gap. Examples of such defects 
are dislocations, grain boundaries, precipitates, and surface and interface states. 
Extended defects are known to significantly affect charge-carrier mobility and life-
time. Moreover, they can interact with point defects. By acting as sinks and sources 
for intrinsic point defects and segregation centres for impurities, they can create det-
rimental effects in microelectronic devices. The ability of extended defects to sink 
impurities, however, is utilized in removing impurities from the crystal, a technique 
known as “gettering of impurities”. 

Recently Weber [1] suggested that the proper understanding of defects in semi-
conductors usually requires the following steps: (i) defect observation and characteri-
zation, (ii) defect identification, (iii) defect control, (iv) estimation of the influence of 
defects on device performance. 

The first two steps determine the application area of electrical and optical spectro-
scopy, such as deep level transient spectroscopy (DLTS), electron beam induced cur-
rent (EBIC), impedance spectroscopy (IS), and photoluminescence (PL). Structural 
analysis by X-ray diffraction (XRD), transmission electron microscopy (TEM), and 
scanning electron microscopy (SEM) are frequently employed as well. These methods 
are particularly essential in the case of extended defects [1]. The thorough under-
standing of the nature of a particular defect and its identification usually involve 
a combination of various methods. 

Deep level transient spectroscopy is currently one of the most widely used methods 
for studying deep level defects in semiconductors [2]. Although the DLTS technique has 
been primarily developed and well-established for characterizing simple point defects 
(impurities, vacancies) in semiconductor materials, it can also be applied for studying 
extended defects such as dislocations, grain boundaries, or precipitates [3]. 

Over the last two decades, attempts at analysing the DLTS signal coming from dis-
locations in different semiconductor materials have been made by many authors 
[3–13]. Today our knowledge on this subject is sufficiently rich for properly examin-
ing the odd features of electron emission from dislocations and for distinguishing 
them from isolated point defects in DLTS measurements. Nevertheless, this requires 
a careful and accurate analysis, because other phenomena can affect the DLTS signal. 
In this paper, we discuss possibilities of applying DLTS measurements to characterize 
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electronic states at dislocations and we propose a simple way to distinguish deep level 
extended defects (e.g. dislocations) from point defects. 

2. Deep level transient spectroscopy – theory 

Deep level transient spectroscopy, developed by Lang and co-workers in 1974 [2], 
is considered to be a powerful and versatile capacitance technique for characterizing 
deep level defects in semiconductors. It provides all the important defect parameters, 
such as the thermal activation energy (Ea), electron- and hole-capture cross sections 
(σn,p), and defect concentration (NT). The DLTS technique relies on temporal capaci-
tance transients (typically exponential in the case of point defects), which occur after 
a rapid bias change of a Schottky diode or p+n–n+p-junction. A reverse bias changes 
the width of the space-charge region in the diode or junction, and when deep levels 
are present, they are detected by their contribution to charge redistribution in the de-
pletion region, resulting in a change of capacitance, i.e. capacitance transients [2, 14]. 

The dynamic process of  electron capture and emission by deep traps can be de-
scribed in terms of a capture cross section σn and emission rate en. On the basis of the 
principle of detailed balance, it can be shown that the emission rate is related to the 
capture cross section by the following equation [2, 14]: 

 exp C T
n n th c

E E
e v N

kT
σ −⎛ ⎞= −⎜ ⎟

⎝ ⎠
 (1) 

where vth is the thermal velocity of electrons, Nc is the effective density of states in the 
conduction band, and EC – ET determines the energy level position in the band gap in 
relation to the conduction band edge (i.e. activation energy). A similar relation can be 
derived in the case of the emission and capture of holes. The inverse of the emission 
rate is called the emission time constant (τe) of the capacitance transient and it is gen-
erally known to satisfy the following relation [15]: 
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where C0 is the capacitance of the original reverse bias, nT(0) is the original number 
of electrons per unit volume occupying the trap level during the transient, ND is the 
doping concentration, and t is the time. It follows that if the doping concentration is 
known, nT(0) can be obtained, and that for a sufficiently long filling pulse time it de-
scribes the trap concentration NT. 

By analysing emission kinetics as a function of temperature, the activation energy 
of deep traps can be obtained from DLTS measurements. In practice, different con-
stant rate windows (or lock-in frequencies) are used, which change the DLTS peak 
positions on the temperature scale and allows en to be evaluated. Temperature scans 
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taken for several rate windows (lock-in frequencies) make it possible to construct 
Arrhenius plots, i.e. plots of the emission rates divided by the temperature squared 
(en/T

2) versus the reciprocal of temperature (1/T), for each of the peaks. Finally, the 
values of activation energy and capture cross section (frequently called “apparent”) 
can be easily evaluated from the slope of the Arrhenius plot and its intersection with 
the emission rate axis, respectively. 

The DLTS technique allows us to study the electric field dependence of the emis-
sion rate, thermally activated capture cross section, and concentration distribution 
profiles of the deep traps as well. 

The activation energy is composed of a change in enthalpy and entropy [7, 14]. 
The entropy term, however, is frequently neglected and the ionisation enthalpy is 
assumed to be a good approximation to the ionisation energy. The ionisation energy 
of traps can be lowered in strong electric fields, for example by the Poole–Frenkel 
effect [14]. Therefore, the electric field dependence of the emission rate has to be 
taken into account, because neglecting this effect may lead to serious misinterpreta-
tions in the determination of deep level parameters. On the other hand, it can yield 
a lot of useful information on the nature of deep traps. In DLTS measurements, the 
influence of the electric field on the emission rate manifests itself by a shift of the 
DLTS peak maximum towards lower temperatures on increasing the value of the elec-
tric field. The value of the electric field is established by selecting two filling pulse 
heights (U1, U2) in so-called double correlation DLTS (DDLTS) [16]. 

When the capture process is temperature dependent for deep levels, the capture 
cross section can be expressed in terms of a capture barrier [14, 17]: 

 exp B
n n

E

kT
σ σ ∞

⎛ ⎞= −⎜ ⎟
⎝ ⎠

 (3) 

where σn∞ is the capture cross section at infinite temperature (T → ∞) and EB is the 
height of the capture barrier, which has to be overcome by free carriers in order to be 
captured by a trap. A thermally activated capture cross section can be investigated by 
measuring the DLTS peak amplitude for different widths of filling time pulses tp at 
a constant temperature. The capture cross sections at different temperatures can be 
extracted from a specific fitting procedure [18]. 

The depth distribution of deep level concentration can also be measured by 
DDLTS, using two filling pulses with the same widths and different amplitudes, at 
a given rate window and constant temperature corresponding to the maximum of the 
DLTS peak of a selected level. The spatial resolution of the depth profile measure-
ments is set by the constant value of ΔU = U1 – U2, and their range by the value of the 
reverse bias UR. 

In spite of the DLTS possibilities mentioned above, this method requires some 
caution when analysing results. Occasionally, some phenomena can disturb or even 
forcibly change the DLTS signal coming from deep traps. This reservation is espe-
cially connected with the study of extended defects (e.g. dislocations) by means of the 
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DLTS technique. In the next sections, we discuss some peculiar features of the DLTS 
signal coming from dislocations, such as a change in the DLTS line shape, DLTS line 
behaviour, as well as non-exponential capacitance transients. The impact of other 
frequently observed features of contemporary semiconductor crystals, generally 
known as distorting factors of the classical DLTS behaviour, will also be discussed. 

3. DLTS line amplitude shape analysis 

A frequently observed feature of DLTS lines is a difference in the shape of peaks 
corresponding to particular deep level defects. This difference arises from the fact that 
in the case of isolated point defects one can usually observe narrow and symmetric 
peaks, while the DLTS line peaks associated with extended defects always show 
symmetric or asymmetric broadening. For these reasons, DLTS data for extended 
defects cannot be interpreted unambiguously. 

The features mentioned above are due to the fact that in a conventional DLTS 
analysis simple point defects are known to provide exponential capacitance transients, 
corresponding to electron emission from traps. On the other hand, specific non-
exponential capacitance transients are often observed for some deep levels. The origin 
of non-exponential transients is mainly attributed to the formation of dislocations or 
dislocation-related defects in semiconductor materials as a result of the repulsive Cou-
lombic barriers associated with such defects (see Sec. 5). 

Kimerling and Patel [4] were the first to find asymmetrically broadened DLTS 
lines, which were associated with dislocations in plastically deformed (PD) n-type and 
p-type Si that survived annealing at high temperatures. Very similar results were later 
obtained by Kveder et al. [5] in the case of both n- and p-type silicon, also subjected 
to the plastic deformation. They noticed several overlapping DLTS lines in prelimi-
narily deformed, but not annealed samples, which were much broader than those typi-
cally observed for point defects. They concluded that the traps may be associated to 
the dislocation core or point defects surrounding the dislocation. After annealing, only 
one distinctly broadened line remains in the DLTS spectra, and its amplitude shows 
an anomalous logarithmic dependence on the duration of the refilling pulses (see Sec. 
5) [5]. The authors explained these observed changes by the reconstruction of most of 
the dangling bonds in the dislocation core. Anomalous symmetrical line broadening 
was also studied by Omling et al. [6] for a deep electron trap in GaAs1–xPx ternary 
compound alloys, labelled as the well known EL2-level. This effect was attributed to 
the dispersion of energy level positions of the defect in the band gap, as a result of 
varying alloy composition in the crystal. In the proposed model of broadened deep 
levels, the Gaussian distribution function was used, with the standard deviation of the 
distribution considered as the broadening parameter. In this model, it was shown that 
the thermal emission rates and mean values of activation energies can be obtained in 
a similar way as in conventional DLTS analysis, although the transients are strongly 
non-exponential. This causes the distortion of DLTS peaks. Moreover, the energy 
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distribution and corrected deep trap concentration can be calculated from the DLTS 
spectra observed experimentally [6]. This approach was also predicted to be useful, 
even when the defect levels are broadened for reasons different than varying alloy 
composition, such as inhomogeneous strain field distribution in crystals or defect 
interaction.  

This model has also been successfully applied to analysing dislocation-related 
DLTS peaks in plastically deformed silicon for which symmetrical line broadening 
was also observed [7]. The DLTS spectra observed in PD silicon were ascribed by 
Kisielowski et al. [19] to the deformation-induced disorder on the energy level and 
capture cross section of point defect clouds surrounding dislocations. A few years 
later, these results were confirmed by Cavalcoli et al. [20] for the same traps observed 
in PD silicon. The authors paid particular attention to the broadened DLTS peak, la-
belled C. With regard to its peculiar features, such as shape dependence on the defor-
mation procedure, an increase of concentration with dislocation density, and domina-
tion at high deformation temperature, etc., they concluded this trap to be most 
probably localized at dislocations, while other traps to be mainly due to deformation-
induced point defects surrounding dislocations or left behind dislocations during their 
motion [20]. 

In n-type GaAs exposed to plastic deformation, Wosiński [8] has also detected 
a broadened asymmetric DLTS peak, evoked by an electron trap labelled ED1. It is 
worth noticing that, unlike previously observed deep traps in plastically deformed Si 
[7], generally attributed to point defect clouds around the dislocation line, the trap in 
GaAs was considered to be closely related to the core states of 60°-dislocations [8]. 

The broadened DLTS peaks associated with dislocations are typically observed in 
SiGe heterostructures [21–23] and ternary compound systems like InGaAs [24–26] 
and GaAsSb [27, 28]. They are caused by a lattice mismatch between the substrate 
and epitaxial layer. This leads to the formation of misfit dislocations at the interface, 
accompanied by threading dislocations [29,30]. Broad DLTS peaks were also recently 
observed in quaternary compound heterostructures like InGaAsN [31], and were asso-
ciated either with continuous distributions of states, typical of extended defects, or 
with groups of closely spaced discrete energy levels. 

Unfortunately, there is a wide set of other phenomena that cause significant distor-
tions in conventional DLTS spectra and thereby add complexity to the DLTS formal-
ism. Non-exponential capacitance transients are known to arise in the case of (i) high 
trap concentrations compared to shallow level doping [32], (ii) closely spaced, multi-
ple deep levels with comparable emission rates [33], (iii) strong electric fields that 
influence trap emission [34], (iv) capture from free-carrier tails in a depletion region 
[18], and (v) inhomogeneous carrier concentrations [35]. A superposition of some 
peaks related to specific clusters of point defects is also one of the observed reasons 
for the broadening and anomalous behaviour of so-called U-shaped peaks [36]. There-
fore, deep level transient spectroscopy requires a careful analysis when broadened 
spectra are observed. 
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A common problem appearing when deep impurity levels are studied in compound 
semiconductors by means of DLTS is the so-called alloy broadening. Semiconductor 
alloys such as GaAsxSb1–x, GaAsxP1–x, and AlxGa1–xAs, and other disordered struc-
tures, are substitutionally disordered systems in which the main reason for disorder is 
the presence of composition fluctuations due to a random distribution of group V 
atoms in the corresponding sublattice. In such cases, the DLTS spectrum may be 
broadened and the corresponding capacitance transients may be non-exponential, 
because of deep level energy spectrum broadening [37]. Broadened DLTS spectra 
connected with alloy composition fluctuations have already been studied in GaAsP 
[6, 38], GaAsSb [39, 40], and other disordered systems such as moderately doped 
GaAs [41]. 

4. DLTS line amplitude behaviour analysis  
– “localized” and “bandlike” states 

Spatially extended defects, owing to their many-electron character, are associated 
with a large number of electronic states in the band gap. They form deep-lying one 
-dimensional energy bands rather than isolated energy levels, typically attributed to 
point defects. The nature of DLTS lines in the case of extended defects can be inves-
tigated within the model developed by Schröter et al. [10–13]. This model (Fig. 1) has 
revealed that extended defects may be associated with [12]: (i) a density of states 
Nd(E) that leads to DLTS line broadening, (ii) a capture barrier δEC, which changes 
with the defect charge and modifies the capture rate, (iii) an internal equilibration 
time Γi (i.e., the time needed to attain an internal electronic equilibrium of the defect), 
which affects the filling pulse dependence of the line shape. 

 
Fig. 1. Band diagram of electronic states at an extended defect [12].  

The capture barrier δEC, the internal equilibration time Γi, inverse rates of carrier 
emission and capture, 1

eR−  and 1 ,cR− respectively, are shown in the figure 

Considering the internal equilibration time Γi, some authors [10–13] have demon-
strated that deep-lying electronic states at extended defects can be classified as “local-
ized” or “band-like”. By comparing the time Γi with the inverse carrier emission rate 
Re

–1 and the inverse of the carrier capture rate defects Rc
–1 (the time needed to reach 
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equilibrium with conduction and valence bands), the distinction between ‘‘localized’’ 
and “bandlike” density of states can be made. When Γi >> Re

–1, Rc
–1, i.e. the internal 

electron exchange rate is small, the states are named “localized”, whereas in the case 
of a large internal electron exchange rate, namely when Γi << Re

–1, Rc
–1, states are 

“bandlike”. 
In the area of DLTS measurements, the criteria designed for distinguishing be-

tween these two types of states have been established [10, 11]. They concern the 
variation of the DLTS line maximum and its shape with the filling-pulse duration tp. 
For “localized” states, while changing the filling-pulse duration: (i) the maximum of 
the DLTS line amplitude stays almost constant, (ii) the high-temperature side of 
DLTS  lines generally coincide after normalizing, (iii) the DLTS line amplitude ex-
hibits a linear dependence on the logarithm of the filling time (Sec. 5). On the con-
trary, in the case of “bandlike” states, the variation of the filling-pulse time length 
leads to the following: (i) the maximum of the DLTS line amplitude shifts to lower 
temperatures on increasing the duration, (ii) the high-temperature side of DLTS  
– lines coincide, (iii) the DLTS line amplitude exhibits a linear dependence on the 
logarithm of the filling time (Sec. 5). It is important that in both cases the DLTS line 
amplitudes are broadened, a typical feature in the case of extended defects (Sec. 3). 

Applying the above criteria, “localized” deep electronic states have already been 
revealed in the case of 60° dislocations in plastically deformed silicon [10], whereas 
electronic states at dislocation rings bounding nanoscale NiSi2 precipitates in silicon 
[12] have been related to the “band-like” class of states. A behaviour similar to the 
“localized” case was experimentally observed by Panepinto and Yastrubchak for the 
same electron trap in lattice-mismatched InGaAs/GaAs heterostructures grown by 
MOVPE [24] and MBE [42]. These traps were attributed to narrow clouds of point 
defects around dislocations and threading dislocations in the layer, respectively. 
“Bandlike” states have also been observed in the same heterostructures, for a deep 
hole trap associated with misfit dislocations at the InGaAs/GaAs interface [42]. 

A conventional analysis of the DLTS spectra for extended defects allows us to de-
termine the apparent values of activation energy and capture cross section, but the 
interpretation of the obtained parameters is not as obvious as for isolated point de-
fects. While point traps may produce distinct peaks for every trap, a distribution of 
energetically close traps may produce a single broadened peak [2, 7, 21]. Its thermal 
emission rate is a weighted average value of the emission rates of all the traps con-
tributing to the peak at a given temperature. According to Grillot et al. [22], the lowest 
energy states make a dominant contribution to the high-temperature edge of the DLTS 
peak, whereas the highest-energy states make a dominant contribution to the low-
temperature edge of the DLTS peak. Furthermore, for short filling-pulse times, the 
lowest-energy states are filled first, causing a broadening of the DLTS peak on its 
low-temperature side with increasing filling-pulse duration. Furthermore, the Ar-
rhenius plots for extended defects differ significantly for different filling-pulse times. 
Hedemann et al. [11] have shown that apparent activation energies and capture cross 
sections obtained from Arrhenius plot analyses cannot be treated as average values for 
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the distribution of levels. The determined parameters should be reported together with 
the measurement parameters, especially with the filling-pulse length. 

It should be noticed that the behaviour of the DLTS signal in the case of isolated 
point defects can also be taken into account, but less forcibly, mainly as a factor dis-
criminating them from spatially extended effects. Namely, the DLTS signal originat-
ing from deep levels and associated with point traps does not show any changes in its 
peak positions on increasing the filling-pulse duration, while the observed DLTS peak 
shape is typically narrow and symmetric. 

5. Capture kinetics analysis 

The main specific feature of DLTS lines, usually considered to be the fingerprint 
of extended defects, particularly dislocations, is the so-called logarithmic capture law, 
i.e., a logarithmic dependence of the kinetics for majority charge carriers captured in 
trap states. Such a law was observed experimentally for the first time by Figielski in 
plastically deformed Ge and Si [43]. In this paper, it is shown that the steady-state 
photoconductivity increases linearly with the logarithm of the light intensity over 
a wide range of illumination. It was also noticed that photoconductivity decayed loga-
rithmically in time after illumination by a rectangular light pulse. The observed phe-
nomena were explained in terms of a barrier model of recombination processes via 
dislocations. In this model, the capture rate of free charge carriers, limited by a Cou-
lombic barrier of the repulsive electrostatic potential built up at the defect, is propor-
tional to the number of electrons already captured at the dislocation line [8, 43]. Such 
a dependence can occur when the trap levels are arranged in a linear array, interacting 
between themselves, and not randomly distributed in the whole crystal. 

Furthermore, it turned out that the mentioned phenomena can be successfully ob-
served by the DLTS technique [8]. Today this is exploited in DLTS measurements as 
a principal argument for discriminating between isolated points and extended traps, 
which can be expressed as a linear dependence of the DLTS peak amplitude on the 
logarithm of the filling-pulse duration [8]. This effect has already been observed for 
dislocations in plastically deformed Si [7, 9, 20] and GaAs [8]. It is also observed in 
the case of lattice-mismatched heterostructures, like SiGe [21–23], InGaAs [24–26, 
42, 44], and GaAsSb [27, 28]. 

On the contrary, isolated point defects or impurities typically reveal exponential cap-
ture kinetics (the exponential capture law). This dependence can also be investigated by 
DLTS. In this case, a characteristic distinct saturation of the DLTS peak amplitude for 
long filling-pulse durations is observed [45]. Such a behaviour is typical of noninteract-
ing point defects. As the DLTS amplitude is proportional to the defect concentration, the 
time at which saturation is reached describes the situation when no more free charge 
carriers are captured in defect states. Therefore, it determines the trap concentration NT. 

In capture kinetics measurements it is difficult to avoid experimental problems 
leading to incorrect results. The free-carrier tail effect during the capture process, the 
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so-called capture in the Debye tail, is a commonly appearing problem. This effect 
causes the non-exponential character of the capacitance transients. A detailed analysis 
of capture kinetics measurements was carried out by Pons [18], according to whom 
capture in the Debye tail contributes slightly to the fast exponential kinetics, changing 
with the logarithm of the filling-pulse duration. As a result of this contribution, no 
distinct saturation of the DLTS amplitude with increasing filling time is observed. In 
order to extract the exponential capture kinetics from the total kinetics, namely getting 
rid of the capture in the Debye tail and obtaining a correct estimation of the capture 
rate, a novel fitting model has been proposed [18]. This model was successfully used 
in measurements of thermally activated capture cross sections [45]. 

Furthermore, non-exponential thermal emission and capture kinetics are also gen-
erally observed in the case of donor-related defects – so-called DX centres – present 
in many III–V compound semiconductors. Systematic studies of such anomalous 
emission and capture transients on DX centres have shown that they may be due to 
various effects, such as a random distribution of atoms in the crystal lattice (alloy 
broadening) [46, 47], concentrations of DX centres equal to shallow impurity doping 
[48], or large lattice relaxation [14]. Therefore, a possible existence of DX centres in 
the investigated heterostructure has also be taken into account when analysing DLTS 
signals. 

It should also be noticed that low-dimensional systems in semiconductor het-
erostructures, such as quantum wells (QW) and quantum dots (QD), can also evoke 
some non-classical effects in the emission and capture of charge carriers. These are 
typically expected to be viewed as spatially extended defects and thereby character-
ized by the DLTS technique. It is generally known that in DLTS measurements a sin-
gle quantum well (SQW) acts electrically as a deep level trap, a so-called “giant trap”, 
because it can capture and emit free carriers from well regions in the same way as 
a deep trap [49, 50]. Quantum dots (QDs), as quasi-zero-dimensional structures, 
should behave even more like a classical point defect than quantum wells. The 
quantisation of energy levels, however, should be taken into account in such low di-
mensional systems. Thus, the presence of QWs and QDs in compound semiconduc-
tors may produce effects that significantly affect the DLTS formalism. Similarly to 
extended defects, they show symmetrically or asymmetrically broadened DLTS peaks 
or the non-exponential capture and emission characteristics of free carriers [49–52]. 

6. Summary – setting up the criteria 

We have already presented some crucial results and remarks brought up in a large 
number of papers. They involved investigations and analyses of peculiar features in 
DLTS signals originating from deep level traps, associated with both point and ex-
tended defects in semiconductor materials. We would like to gather all the mentioned 
information in order to outline a compact scheme of criteria, making it possible, in 
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a simple way, to distinguish between isolated point defects and extended defects in 
DLTS measurements. 

In the case of point defects, one can usually observe: 
• narrow and symmetric peaks (Sec. 3), 
• stability of the DLTS peak maximum with increasing filling pulse duration (Sec. 4), 
• exponential capture kinetics (the exponential capture law) (Sec. 5). 
For extended defects, a DLTS signal reveals completely opposite features: 
• symmetrically or asymmetrically broadened peaks (Sec. 3), 
• dependence of the DLTS peak maximum on increasing duration and on the type 

of electronic state at the extended defect (Sec. 4): 
• for “localized” states, the DLTS line maximum stays almost constant and its 

high-temperature side coincides after normalizing, 
• for “bandlike” states, the DLTS line maximum shifts to lower temperatures and, 

simultaneously, its high-temperature side coincides, 
• logarithmic capture kinetics (the logarithmic capture law) (Sec. 5). 
In our opinion, the presented facts can be successfully exploited for studying all 

types of extended defects, including all kinds of dislocations as the most commonly 
encountered representatives of that “species” of defects. Therefore, the conventional 
analysis of DLTS data, which makes it possible to obtain all deep level parameters 
(i.e., thermal emission rates, activation energies, capture cross sections, and concen-
trations) and to describe their dependencies on the electric field or temperature, can 
be extended by a more detailed analysis of the nature of the deep level defects ob-
served in semiconductors. The comparison of DLTS data analysis and conclusions 
drawn from previous reports of dislocation-related deep level states is also indispen-
sable. It is crucial, however, to exclude other numerous phenomena that can affect the 
DLTS signal coming from samples and cause serious misinterpretations in the analy-
ses of spectra. 

7. Experimental identification  
of extended defects in AIIIBV semiconductors 

DLTS investigations of two kinds of samples, lattice-matched n-GaAs/GaAs 
(sample A) and lattice-mismatched n-In0.085Ga0.915As/GaAs (sample B), were per-
formed. The samples were grown by the MOVPE method. In order to make the DLTS 
measurements possible, Schottky contacts were prepared by a standard lift-off tech-
nique on top of the samples, and ohmic contacts on their back sides. All the techno-
logical details concerning sample preparation are given elsewhere [53, 54]. The qual-
ity of the Schottky barriers was checked by I–V and C–V measurements, which 
indicated good rectifying characteristics. The DLTS measurements were performed 
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by means of a lock-in type spectrometer DLS-82E, manufactured by Semitrap, Hun-
gary [55]. Conventional DLTS [2] as well as double correlation DLTS methods [16] 
were applied in our investigations. 

 

 
Fig. 2. DLTS temperature spectra of: a) a GaAs/GaAs structure for several lock-in frequencies 

measured in the conventional DLTS mode in the 77–410 K temperature range; reverse bias  
was UR = –3 V, filling pulse height U1 = –0.5V, and the width of the pulse 20 μs; scans were vertically 

moved between themselves for clarity, b) a In0.085Ga0.915As/GaAs system for several lock-in  
frequencies, measured in the DDLTS mode in the 200–400 K temperature range; reverse bias was  

UR = –1 V, filling pulse heights U1 = 0 V and U2 = –0.5 V, and the widths of the pulses 20 μs 
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Example DLTS temperature spectra of the two samples, for several different lock-
in frequencies, are given in Fig. 2. Three deep electron traps, labelled E1, E2, and E3, 
are present in the GaAs/GaAs sample (Fig. 2a), and two electron traps, labelled EG1, 
EG2, in In0.085Ga0.915As/GaAs sample (Fig. 2b). The latter sample was grown in lattice 
mismatch conditions between the epitaxial layer and substrate. The calculated lattice 
misfit parameter amounted to about 0.6%, resulting in the generation of a network of 
two-dimensional 60° misfit dislocations, typically lying along two orthogonal 〈110〉 
directions at the (001) interface [44]. The DLTS lines of the EG1 trap (Fig. 2b) are 
distinctly broadened, as opposed to all the other traps presented in both samples. In 
accordance with the previous information, non-exponential transients connected with 
the electronic states of dislocations can bring about such as broadening. For sample A, 
all the DLTS peaks are narrow and symmetric, because only isolated point defects, 
and no dislocations, were expected to appear in such a structure. 

 
Fig. 3. Temperature dependence of the thermal emission rates (Arrhenius plots) 

for all the electron traps revealed in GaAs/GaAs (solid symbols) and In0.085Ga0.915As/GaAs  
(open symbols). The dotted lines show the best least-squares fit to the experimental data 

Taking the temperature scans from Fig. 2, Arrhenius plots can be constructed, i.e. 
temperature dependences of the emission rates for each trap in both samples (Fig. 3). 
The activation energies Ea and capture cross sections σn, obtained by means of the 
standard least-squares fitting procedure, are given in Table 1. 

The DLTS line of the trap EG1 is broadened and no saturation is observed up to 
the longest filling-pulse time used in the experiment (Fig. 4). Such behaviour (the 
logarithmic capture law), as mentioned in previous sections, is the most characteristic 
feature of extended defects due to carrier capture being limited by an occupation-
dependent barrier [43]. Indeed, after carrying out capture kinetics measurements it 
turned out that the amplitude of the dominant EG1 line in sample B exhibits a linear 
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dependence on the logarithm of the filling time, as presented in Fig. 5. Furthermore, 
no distinct shift of the EG1 peak was observed and a normalized plot of the peak re-
vealed that its high temperature sides match to each other (Fig. 4). This enables us to 
attribute the EG1 trap to “localized” states at the dislocation core or very close to it.  
 

Table 1. Activation energies Ea and capture cross sections σn for traps revealed in samples A and B,  
determined from Arrhenius plots (Fig. 3) using a filling pulse duration of tp = 20 μs 

Sample Trap Ea [eV] σn [cm2] Identification 

A 
E1 
E2 
E3 

0.38 
0.41 
0.76 

9.1×10–15 
2.6×10–16 
1.5×10–14 

point defect (EL5) 
point defect (EI1) 
native point defect (EL2) 

B 
EG1 
EG2 

0.43 
0.72 

 5.73×10–16 * 
4.22×10–14 

misfit dislocation (ED1) 
native point defect (EL2) 

*The value changes with time. 

The dislocation trap, labelled EG4, associated with localized states at dislocations, 
was previously observed in MOVPE grown GaAs/InGaAs/GaAs single-quantum 
wells by Panepinto et al. [24], who ascribed this trap to misfit dislocations close to the 
interface in the GaAs buffer layer. The trap was identified by the authors as ED1, and 
was found for the first time in plastically deformed GaAs by Wosiński [8], then in 
GaAsSb/GaAs [27], and recently in InGaAs/GaAs [26, 42] lattice-mismatched het-
erostructures. The activation energy of the trap ED1, equal to 0.68 eV, is much higher 
than our results for the trap EG1 shown in Table 1 (0.43 eV). We believe our trap has 
a similar origin as ED1. The difference in activation energies may result from the fact 
that, as mentioned in Section 4, the measured activation energies (Arrhenius plot) 
differ significantly for various fixed filling-pulse durations. In this paper, all the acti-
vation energies were measured with a filling-pulse time of tp = 20 μs, but the value of 
tp used by Wosiński is not known. Furthermore, there are other reasons, such as dif-
ferent growth techniques or indium content, etc. In order to clearly identify the origin 
of the EG1 trap, further investigations are needed. 

On the contrary, it can be seen in Figs. 4 and 5 that the DLTS line of the second 
electron trap EG2 in sample B shows a distinct saturation for long filling times, char-
acteristic of non-interacting isolated point defects (the exponential capture law). 
Identical behaviour was also observed for sample A in the case of the dominant trap 
labelled E3. Moreover, these two traps, E3 and EG2, were identified on the basis of 
their parameters obtained from Arrhenius plots (Fig. 3). These parameters (Table 1) 
are very similar to those of the trap EL2 [56] – the dominant native defect in GaAs, 
identified as an As-antisite defect (AsGa). For the traps E1 and E2, capture kinetics 
measurements have not been performed, because they revealed saturation already for 
very short filling-pulse times. From the emission characteristics of the two traps, it  
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Fig. 4. DLTS temperature spectra of the In0.085Ga0.915As/GaAs heterostructure  

for different filling pulse times. Reverse bias was UR = –1 V, filling pulses heights U1 = 0 V  
and U2 = –0.5 V, and the lock-in frequency constant at 2.5 Hz. The inset shows 

 the plot of the normalized DLTS peak amplitude of the trap EG1 

 
Fig. 5. DLTS peaks amplitudes of the trap E3 (solid symbols) 

in GaAs/GaAs, and EG1 and EG2 (open symbols) in In0.085Ga0.915As/GaAs  
as functions of the filling-pulse time 

was possible to identify them as the traps EL5 [56] and EI1 [16], respectively. All the 
deep level parameters determined for each trap in both samples are summarized in 
Table 1. It is worth noticing that the carrier capture cross section evaluated for the 
dislocation trap EG1 (Table 1) changes with time. This results from the fact that, by 
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definition, the capture cross section of an extended defect changes with time – as the 
charge builds up, the defect becomes less attractive. 

8. Conclusions 

In conclusion, criteria concerning distinguishing between point and extended de-
fects, especially dislocations, in DLTS experiments have been presented. Criteria 
containing DLTS line shape and behaviour analysis, as well as capture kinetics meas-
urements, allow us to clearly differentiate between these two types of defects. These 
exceptional features of point and extended defects encountered in DLTS measure-
ments have been exploited in the analysis and identification of deep level defects in 
lattice-matched n-GaAs/GaAs and lattice-mismatched n-In0.085Ga0.915As/GaAs het-
erostructures. All deep levels have been identified on the basis of their parameters and 
the odd features of their DLTS line spectra. The possible association of the trap EG1, 
revealed in this work in lattice-mismatched samples, with the dislocation trap labelled 
ED1 in literature, is not obvious and requires further investigations. 
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A quantitative technique for mapping the elastic modulus, performed on organosilicate glass (OSG) 
thin films with different surface conditions, is described. This modulus mapping technique provides 
highly valuable information about the elastic properties at the near-surface region of the films. The results 
show that low-k films can be modified by electron beams, yielding a near-surface region with increased 
stiffness. Compared to quasi-static nanoindentation, the modulus mapping technique is more surface 
sensitive, and therefore has a better capability to detect slight differences in elastic properties between 
ultra-thin films of different thicknesses on top of OSG films. 

Key words: modulus mapping; nanoindentation; low-k; electron-beam damage; surface 

1. Introduction 

Low-k dielectric materials for insulating thin films are needed to diminish power 
consumption and minimize the cross talk between on-chip metal interconnects in lead-
ing-edge microelectronic products [1, 2]. Electron treatments can be applied for the 
local densification of OSG materials in order to increase the stiffness of the backend-
of-line (BEoL) layer stack. The local change of the chemical bonding of the interlayer 
dielectric (ILD) material, however, increases the effective permittivity (k value), and 
consequently the electrical performance of the Cu/low-k structure is influenced. It is 
an extremely challenging task to change the local electronic polarisability and the 
chemical bonding of the ILD material in such a way that the stiffness of the material 
is increased significantly and the effective k value is increased only slightly. In addi-
tion, the adhesion between the etch stop layer and low-k material should be improved. 
As the interconnect line spacing of ultra large scale integrated circuits continues to 

_________  
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shrink, optimising the electrical performance of Cu/low-k structures and mechanical 
properties of BEoL layer stacks becomes increasingly important for the integration of 
low-k materials. 

For the optimisation of ILD material properties, considering both the integral thin 
-film material and in particular the near-surface regions, with a typical extension of 
10–100 nm, it is necessary to understand the relationship between changed electronic 
polarisability and chemical bonding, as well as between permittivity and modulus [3]. 
Particularly, the extent of damage has to be studied quantitatively. An additional ar-
gument for the need to understand electron–material interaction is the fact that the 
imaging of patterned OSG structures is challenging for electron microscopy since the 
structures are damaged during examination and shrinkage is observed. The analysis of 
several individual damage processes results in the conclusion that the radiation dam-
age depends on the electron energy, and that it is proportional to the energy dose de-
posited in the sample for a certain electron energy [4]. The goal of this paper is to 
propose a methodology for evaluating and quantifying the extent of electron-induced 
modification in OSG thin films, based on changed nanomechanical properties. Near-
surface mechanical properties are examined quantitatively by an elastic modulus 
mapping technique. This technique allows one to distinguish between ultra-thin layers 
of different thicknesses with a high surface sensitivity. 

2. Experimental 

In this study, a carbon-doped oxide dielectric material comprised of Si, C, O, and 
H (OSG, also called SiCOH), deposited on a blanket wafer using plasma-enhanced 
chemical vapour deposition (PECVD), was locally modified by the electron beam of 
a scanning electron microscope (SEM). The modified areas of the OSG film were 
investigated by applying the modulus mapping technique [5], implemented in a Tribo-
Indenter nanomechanical testing instrument with in-situ scanning probe microscopy 
(SPM) imaging capability (Hysitron, Inc., Minneapolis, MN). A scheme of the Hysi-
tron TriboIndenter measuring system is shown in Fig. 1. During the mapping process, 
the dynamic test is performed by oscillating the indenter tip with small forces while 
monitoring the resultant displacement and phase lag due to the material response. 
Simultaneously, SPM imaging allows the indenter tip to scan across the material sur-
face. The system continuously monitors the stiffness of the sample and provides a plot 
of the stiffness as a function of the position on the sample. The stiffness is given at 
each pixel of the image, and the modulus can be calculated if the geometry of the 
probe tip is known. The complex modulus information obtained by this modulus 
mapping technique includes the real and imaginary parts, E = E′ + iE′′, and provides 
the storage (E′) and loss (E′′) characteristics of a material. The E′ and E′′ values are 
given by [6] 
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respectively, where ks is the storage stiffness proportional to the ratio of the force and 
displacement, Cs is the loss stiffness proportional to the phase lag, ω is the frequency, 
and Ac represents the contact area calculated based on the radius of curvature of the 
probe tip. 

 
Fig. 1. Schematic diagram of the Hysitron TriboIndenter combined with the nanoDMA  

and SPM techniques. The DSM module provides the alternation  
of the signal configurations, necessary for quasi-static or dynamic testing 

The results of such a modulus mapping are equivalent to a dynamic indentation test 
performed at each pixel in a 256 × 256 image. Areas with the size of about 9 μm × 7 μm in 
an unpatterned low-k OSG film with a thickness of about 1000 nm – the original value 
of k was 2.7 – were exposed to an electron beam in an SEM, applying electron beam 
energies of 1, 3, and 5 keV for the same exposure time. Using the modulus mapping 
technique, 15 μm × 15 μm areas were scanned with a Berkovich diamond tip mounted 
on the nanoindentation tool. The measuring parameters (e.g., the oscillation frequency 
of the ac-force – 200 Hz, dc-force – 2 μN, and amplitude of the ac-force – 1.5 μN) 
were identical for the as-deposited and electron-beam treated regions of the sample. 

Quasi-static nanoindentation was carried out on the same samples for comparison 
with the modulus mapping technique. A schematic representation of load vs. dis-
placement data for an indentation experiment is shown in Fig. 2 [7, 8]. As the indenter 
is first driven into the film, both elastic and plastic deformation occurs. After the in-
denter is withdrawn, the elastic displacements are recovered, and an analysis of the 
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elastic unloading data can then be used to experimentally relate the measured quanti-
ties to the projected contact area and elastic modulus. For any axisymmetric indenter, 
the relationship is 

 
2

π

r c
dP

S E A
dh

= =  (2) 

Here, S = dP/dh is the experimentally measured stiffness of the upper portion of the 
unloading data and Er is the reduced modulus given by 
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where E and ν are Young’s modulus and Poisson’s ratio for the specimen, respec-
tively, and Ei and νi are the same quantities for the indenter. 

 
Fig. 2. A schematic representation of load vs. displacement data  
for an indentation experiment: Pmax – the peak indentation load,  

hmax – the displacement at peak load,  
hf – the final depth of the contact impression after unloading,  

hc – the contact depth, S – the initial unloading stiffness 

To evaluate the contact area at peak load during the nanoindentation of a thin film, 
special procedures are used to estimate the contact depth hc from the load 
–displacement data, and the contact area is determined by evaluating the area function 
at this depth, i.e. Ac = f (hc). The most common procedure determines hc as 

 max
max 0.75c

P
h h

S
= −   (4) 
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3. Results 

For comparison of the modulus mapping technique with the quasi-static nanoin-
dentation technique, OSG thin films 500 nm thick were capped with ultra-thin Ta 
films. The Ta film thickness varied between 10 and 30 nm. The elastic properties of 
these ultra-thin films, measured quantitatively by applying the modulus mapping tech-
nique, were compared with the data from measurements performed on identical sam-
ples applying the quasi-static depth-sensing nanoindentation technique with a normal 
force Fn ranging from 5 μN to 80 μN.  

  

Fig. 3. Stiffness (a) and elastic modulus (b) vs. contact depth from quasi-static indents made  
on a pure OSG film and on ultra-thin Ta films with different thicknesses on top of OSG films 

  

Fig. 4. Stiffness (a) and elastic modulus (b) cross-sectional data from stiffness and modulus maps  
of a pure OSG film and of ultra-thin Ta films with different thicknesses on top of OSG films 

These forces cause shallow indents compared to the film thickness. The storage 
modulus is used to compare with the quasi-static nanoindentation results for a loss 
modulus of nearly zero, since the material shows small or negligible viscoelastic 
properties. As shorthand, the term modulus is used in what follows instead of reduced 
elastic modulus, which is usually measured by nanoindentation. As expected, both the 
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stiffness and modulus, obtained with quasi-static indentation and modulus mapping, 
are increased for the OSG/Ta thin film samples as compared to the bare OSG films. 
Both the indentation experiment and modulus mapping show an increase of the me-
chanical stiffness of the samples with increasing Ta film thickness (see Fig. 3 and 4). 
There is no significant difference between the stiffness and elastic modulus, however, 
for samples with 10 and 20 nm thick Ta films as seen by the quasi-static indentation 
technique, whereas a line-section analysis of the quantitative maps shows a clear dif-
ference in the stiffness and modulus of these two samples. Extracted from Fig. 4, the 
mean values of stiffness for a bare OSG film and for OSG films with 10 nm, 20 nm, 
and 30 nm ultra-thin Ta films on top are 0.53, 0.58, 0.68, and 0.82 μN/nm, and the 
respective values of elastic modulus are 9.5, 11, 14, and 18 GPa. These results are in 
agreement with the quasi-static indentation results calculated by extrapolating quasi-
static indentation curves down to a contact depth of 1 or 2 nm. 

  

 

Fig. 5. 15 μm × 15 μm modulus maps  
of electron-beam damaged (9 μm × 7 μm)  

sample regions. The electron-beam energy was:  
a) 1 keV, b) 3 keV, c) 5 keV 

 
Due to the local exposure of the surface to an electron beam, a shrinkage of the 

OSG thin film was observed. This shrinkage depends on the applied electron energy. 
Higher electron energies caused more serious damage, leading to deeper craters in the 
OSG film. Different image contrasts between the damaged region and as-deposited 
area are shown on quantitative modulus maps in Fig. 5. 
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Fig. 6. Cross-sectional data from topography and modulus maps: a) the crater profile  
caused by the electron beam, b) cross-section profiles of the modulus maps in Fig. 5 

  

Fig. 7. Quasi-static indentation data for the electron-beam damaged regions of the OSG sample: 
a) force-displacement curves of samples locally exposed to electron beams of different energies  
(exposure time for all samples – 25 s), b) the calculated elastic modulus for the sample regions  

corresponding to the curves shown for in (a) 

The crater depth was determined directly from line-section profiles of topography 
maps as represented in Fig. 6a. The mean values of the storage modulus, determined 
from a line-section analysis of the modulus maps, are 11, 17, 32, and 35 GPa for 0, 1, 
3, and 5 keV electron beam energies used in the surface treatment, respectively (Fig. 
6b). The more damaged OSG film regions are characterized by steeper force-
displacement curves, and thus, by higher modulus values. This result is confirmed by 
the quasi-static indentation data shown in Fig. 7a. The modulus values of OSG films 
are 10.5 GPa, 12 GPa, 20 Gpa, and 33 GPa in the case without damage and with dam-
age with 1 keV, 3 keV, and 5 keV electron beam energies, respectively (Fig. 7b). The 
mapping data for the as-deposited film and for the area with 5 keV electron beam 
treatment are comparable with the quasi-static indentation data but those for areas 
damaged with 1 keV and 3 keV electron beams are higher than the values obtained 
from indents made on the same sample. 
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4. Discussion 

It is necessary to note that the elastic modulus obtained from quasi-static inden-
tation depends on the stiffness of the material which is determined by the slope of 
the unloading curve, using a power-law fit to the initial unloading data, and by the 
area function of the indentation probe based on Pharr–Oliver theory [7]. At very 
shallow penetration depths, the accuracy of the tip area function becomes more 
critical for the calculation of the elastic modulus. Using the currently defined area 
function at very small contact depths (less than 10 nm), the modulus decreases with 
increasing contact depth. This decrease probably results from the indentation size 
and the strain gradient plasticity effect [9, 10], which is a near-surface effect. After 
reaching a minimum value, the modulus increases with increasing depth due to the 
constraint of the stiffer substrate. Considering that the maximum penetration depth 
of the tip is about 3.5 nm for the modulus mapping method and that the contact 
depth is even lower in this case, it is reasonable that the mapping technique results 
in higher modulus and lower stiffness values, approaching values from low-depth 
quasi-static indentations. 

As expected, the OSG film was modified to different degrees when exposed lo-
cally to electron beams for the same exposure time with different energies. The 
larger the electron beam energy, the more serious the damage on the OSG material, 
i.e., the deeper were the craters. Since the degree of damage varies with depth for 
a single crater, higher modulus mapping results for 1 keV and 3 keV electron-beam 
damaged samples as compared to quasi-static indentation results for the same sam-
ples can be explained by the different information depths and surface sensitivities 
of these techniques. Only the very near-surface region is analysed with the modulus 
mapping technique, while the quasi-static indentation method measures film proper-
ties over a larger depth range. For example, the maximum penetration depth for 
quasi-static indentation in a crater formed by a 1 keV electron beam is 50 nm, 
whereas the maximum penetration depth of modulus mapping is only about 3.5 nm. 
This difference in depth sensitivity explains the different modulus values. In the 
case of the crater formed by a 5 keV electron beam, the depth of the crater is about 
120 nm, and both methods provide similar results. A supposed explanation for this 
result is that the damage is nearly the same at positions 25 nm and 3.5 nm deep for 
a material damaged with a 5 keV electron beam energy. 

Since the modulus mapping technique is more surface sensitive than quasi-static 
indentation, it is possible to detect slight differences in the elastic properties of ultra-
thin layers on top of OSG films. It should also be noted that with the quasi-static in-
dentation method the data from very shallow indents could be significantly affected 
by measuring noise, drift, or tip area function, which all cause errors. Therefore, the 
modulus mapping technique should be applied for determining the elastic properties 
of thin films and near-surface regions. 
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5. Conclusion 

In summary, we have shown that modulus mapping is a valid method for assessing 
the process-induced modification of dielectric materials, such as OSG damage caused 
by electron-beam treatment. The modulus mapping technique implemented in a nano- 
indentation tool with in-situ SPM imaging capability allows a mapping of the stiffness 
and elastic modulus quantitatively on the scale of a few micrometers on low-k films 
with a very high surface sensitivity. Consequently, the extent of damage caused by 
a specific process step can be quantified with high spatial resolution. Small areas on 
low-k films, which were locally exposed to an electron beam in a SEM, showed dis-
tinct image contrast, the electron-beam treated regions being stiffer than the regions 
not treated. Different electron energies and/or exposure times lead to quantitatively 
different modulus maps. The modulus values resulting from the maps agree well with 
low-load quasi-static nanoindentation data. Small changes in the modulus can be re-
solved, as shown for different surface treatments of OSG films. Our results show that 
modulus mapping is more surface sensitive than quasi-static indentation. Modified 
near-surface regions of low-k films can be characterized, and ultra-thin layers can be 
distinguished quantitatively. 
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The Surface Photovoltage technique has been recently employed for chemical and biological sensing. 
Selected chemical and biological species deposited on the crystalline silicon surface introduced surface 
barrier changes that were detected using the non-contact Surface Photovoltage mode. The magnitude of 
the surface barrier modifications provided a unique signature of the sensed species. The simplicity and 
sensitivity of this technique offer an exciting opportunity for a new type of low-cost sensing devices. 

Key words: Surface Photovoltage technique; chemical and biological sensing; crystalline silicon; sur-
face barrier 

1. Introduction 

The Surface Photovoltage (SPV) technique monitors semiconductor surface bar-
rier changes introduced by illumination. Since the steady-state semiconductor surface 
barrier and its illumination induced modifications are related to the surface and bulk 
properties of the measured material, the technique offers the possibility for simple 
determination of some fundamental properties of the semiconductor material [1, 2]. 
SPV measurements can be tailored according to specific needs, for example: sub-
bandgap illumination is used to study surface states [3, 4], low intensity above-
bandgap illumination is employed to determine minority carrier lifetime [5], light 
modulation frequency is varied in order to differentiate between the slow surface 
states and bulk recombination processes [6], and non-contact measurements are se-
lected when the measurement of undisturbed surface properties is desired [6, 7]. 

The SPV technique has found particularly important applications in the monitor-
ing of silicon wafer properties [7, 8]. Commercial SPV-based monitoring tools were 
incorporated into silicon integrated circuit (IC) manufacturing processes, facilitating 
detection in real-time of faulty silicon wafers. These tools were designed specifically 
for the monitoring of silicon wafers by limiting the measurement parameters (e.g., 
_________  
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excitation wavelength, photon flux density) to values appropriate for measuring the 
silicon electronic properties, while at the same time employing additional features to 
enhance the measurement capabilities (e.g., multiple probes for detecting the SPV 
signal, additional illumination, heating stage, corona discharge source). 

These applications have led to a better understanding of the Surface Photovoltage 
phenomena in high quality silicon material and have demonstrated potential applications 
of the SPV technique beyond silicon IC devices, particularly in the area of nanoscale 
structures and molecular sensing [9–11]. The last application reflects the growing inter-
est in low-cost sensors for chemical and biological monitoring. The use of the silicon 
surface as a binding platform for a variety of chemical and biological compounds 
[12, 13] could lead to SPV sensors that offer the advantages of low manufacturing cost, 
a device design allowing easy integration with an electronic control platform, sensitivity, 
the ability to detect multiple species, speed, and reusability. Silicon surface barrier 
measurements have been previously proposed for sensing small quantities of selected 
gases [14–16]. Recent reports [17] expanded the technique further to aqueous solutions 
of a variety of inorganic chemicals, selected organic compounds, and biological DNA 
species. This paper reviews recent advances in novel SPV applications. 

2. Experiment 

The SPV technique employed in this work is based on previously described [6] 
silicon surface charge measurements. The SPV signal ΨSPV is obtained by illuminating 
the front side of the silicon wafer with a monochromatic photon flux (λ = 800 nm), 
while the backside of the wafer is not illuminated (Fig. 1). Photons are absorbed 
mostly within the region adjacent to the surface and generate excess carriers, decreas-
ing the silicon surface barrier. The potential difference created by the changing sur-
face barrier at the illuminated front side with reference to the unchanged dark back 
side barrier is the measured SPV signal. At high photon flux, the front surface barrier 
is reduced to nearly zero, and the SPV signal corresponds to the equilibrium silicon 
surface barrier. 

Since the equilibrium surface barrier height is related to the density and energy 
spectrum of the surface charges, standard space-charge expressions [1, 2] can be used 
to calculate the average surface charge density. Intrinsic silicon surface charges are 
due to bonds terminating at the surface, although the density of broken surface bonds 
can be reduced by surface reconstruction. In most cases, however, the majority of the 
silicon surface charges are due to either intentional or unintentional reactions between 
the silicon surface atoms and the environment. Chemisorbed and physisorbed chemi-
cal species change the surface charge density and modify the surface barrier [12, 13, 
18]. While monitoring the effect of the surface species, it is important that the meas-
urement does not perturb the surface. Therefore, the present SPV measurements were 
conducted in a “contactless” mode, without the need for additional silicon processing, 
and used commercially available SPV measuring equipment [19]. 
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Fig. 1. SPV principle. Illumination with photons 
with energies higher than the silicon bandgap  

(hν > Eg) causes a decrease of the front (illumi-
nated) surface barrier. Under high illumination 

intensity the surface barrier disappears and the SPV 
signal corresponds directly to the surface charges 

 

ψSPV h+ 

e- 

hν 

 

SPV measurements require that the surface be free of defects pinning the Fermi 
level; therefore, only high quality 150 mm diameter silicon wafers were used. They 
were n-type and p-type, with resistivities between 1 Ω·cm and 25 Ω·cm. Since surface 
atomic arrangement depends on the surface orientation, only wafers with exact (001) 
and (111) orientations (±0.5°) or wafers misoriented by 4° from the (111) plane to-
wards [011] were used. The initial uniform surface termination was achieved by an-
nealing the wafers in hydrogen ambient as previously described [9]. Previous reports 
demonstrated that such a heat treatment can provide a well-organized surface with 
uniform hydrogen coverage [9, 10]. 

In order to investigate the effect of chemical species on the silicon surface barrier, 
freshly prepared wafers still maintaining the original H2 termination were dipped into 
aqueous solutions of selected inorganic bases and acids. The sensitivity of the tech-
nique was tested by varying the chemical concentration and time during which the 
silicon wafer was exposed to chemicals. The acid pH varied from 1 to 6, and base pH 
varied from 8 to 13. Corresponding tests were also conducted for constant pH, but 
with varying chemical species. SPV measurements of the silicon surface barrier were 
conducted within less than 2 minutes after sample removal from the chemical bath 
and air drying in order to minimize the reaction between the treated silicon surface 
and air [9]. Only dry Si surfaces were measured. Occasionally, the surface was blown 
off with nitrogen after chemical exposure, but before measurements, in order to accel-
erate the drying of the silicon surface. 

In addition, silicon wafers were exposed to a few selected organic compounds be-
longing to the same family. Wafers were dipped into hot alkanes (pentane, hexane, 
and octane) for 15 min, and then immediately measured. Either pure alkanes or their 
solutions in an inert hydrocarbon (xylene) were used. The silicon surface in contact 
with hot alkanes underwent thermally induced hydrosilylation, providing at least par-
tial, stable monolayer termination [20]. 

The use of SPV detection was also investigated in a genomic experiment using 
a single strand, 12-mer DNA probe terminated with an acrylate linker group anchored 
to a silicon surface functionalised with 3-mercaptopropyl-trimethoxysilane (for a de-
tailed description of sample preparation, see Ref. [11]). The silicon surface barrier 
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height was then measured and correlated with the presence of the DNA group on the 
silicon surface. The SPV signal was measured for the single strand DNA probe and 
also for samples exposed to the completely matched and one-pair mismatched DNA 
molecules. 

3. Results and discussion 

The surface band bending, and therefore the measured SPV signal, corresponds to 
electrical charges residing either on the silicon surface or in its vicinity. Many chemi-
cal and biological species are capable of modifying the surface barrier by electrical 
charge transfer while forming chemical bonds with the silicon surface (chemisorption) 
or by electrostatic interactions with the silicon surface states (physisorption). In the 
case of chemisorbed species, the binding energy is usually larger than 0.1 eV. Various 
processes contributing to physisorption (van der Waals interactions, dipole formation, 
image forces, etc.) are characterized by binding energies below 0.1 eV [21]. For 
a given species, the magnitude of the surface photovoltage varies monotonically with 
the concentration, allowing limited quantification of the concentration. At a fixed 
concentration, the magnitude of the surface barrier modification is often specific for 
the molecules reacting with the silicon surface, which offers an opportunity for lim-
ited qualitative analysis. 
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Fig. 2. Correlation between the SPV signal and ionic  

concentration for selected inorganic base and acid 

Exposure of the silicon surface to inorganic bases or acids results primarily in  
chemisorption of OH– and H+ ions, modifying the silicon surface barrier [10, 12, 13]. 
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This process is limited by the number of available ions. The number of ions undergo-
ing reaction with silicon is determined by the base or acid concentration. Figure 2 
shows the correlation between the SPV signal and the ionic concentration. The modi-
fication of the silicon surface barrier is also related to the type of chemical species. 
The application of solutions with the same pH, but containing different acids or bases 
produces different SPV values (Fig. 3). This difference could be related to different 

counter ions present in the solution (Na and K+ in the case of bases, and 4SO−  and Cl– 
in the case of acids). These counter ions might affect the reaction on the silicon sur-
face or may partially screen the silicon surface charges. 
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Fig. 3. The SPV signal for different chemical species  

with the same pH (shown separately for selected acids and bases). 
 SPV detection limit was under 0.2 mV 

The surface barrier modification usually occurred within the first 10–20 seconds 
of chemical exposure, reaching for most chemicals steady state after this period 
(Fig. 4). Long-term change of the Si surface barrier when exposed to KOH is possibly 
due to a slow etching of the Si surface. The modifications of the silicon surface 
charges were completely reversible, as shown in Fig. 5. In this case, Si samples were 
dipped into the acid, dried, then measured, dipped into base, dried, measured again, 
and the cycle was repeated. Thus, the binding energies of OH– and H+ ions cannot be 
large. Similar observations were previously reported for the ions deposited on silicon 
surfaces from a gaseous ambient [9]. The ability to respond to small changes in the 
ionic concentration in a relatively short time, different SPV signals for the same con-
centration of ions from different chemical species, and signal reversibility makes SPV 
a potentially valuable technique for low cost chemical sensors. 
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Fig. 4. SPV signal as a function of exposure 

time for selected acids and bases 
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Fig. 5. Change of the SPV signal after sequential acid and base treatments 
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Fig. 6. Changes of the SPV signal induced by exposure 

 to selected alkanes mixed with xylene. 
 Numbers in brackets describe the alkane/xylene ratio.  

Without any organic species, the SPV signal was 21 mV 

Figure 6 shows the response of the silicon surface barrier to the presence of or-
ganic species. The goal of this experiment was to investigate the sensitivity of the 
SPV measurement to an increasing length of the alkane chain. The attachment of 
alkane molecules can cause partial rearrangement of silicon surface atoms, therefore 
changing the silicon surface barrier [23, 24]. The degree of this rearrangement is ex-
pected to depend on the structure of molecules. The SPV measurement showed corre-
lation between the molecular weight and the extent of silicon surface barrier change. 
The variation of the SPV signal with changing alkane concentration reflects 
decreasing surface coverage when the ratio of alkane-to-solvent was decreased. 

The measurement of a genomic sample was the first attempt to employ SPV in the 
area of biological sensing [11]. Assuming DNA density of 3×105 12-mer nucleotides 
per μm2 from the footprint of a densely packed monolayer [11], we can estimate from 
the SPV measurement (Fig. 7) that the attachment of a single-strand oligonucleotide 
to the silicon surface changes the potential barrier by approximately 31.5 meV. This 
value is in good agreement with an independent experimental result [25] of 30 meV 
surface potential change when 3×105 DNA strands per μm2 are present. 

The hybridisation of the DNA target strands with complementary DNA probe 
strands reduced the surface barrier by 3 meV. Assuming the same effective charge for 
the probe and target DNA strands, this change corresponds to a 10% efficiency of 
hybridization, which is a commonly accepted number. In the control sample, the ap-
plication of the one-pair mismatched DNA target caused no change in the SPV signal 
(Fig. 7e), showing that no significant binding between the mismatched target and the 
probe DNA strands took place. 



K. NAUKA et al. 660 

a b c d e

S
P

V
 S

ig
na

l (
m

V
)

1

2

3

4

5

36

37

38

 
Fig. 7. Genomic experiment – SPV signal corresponding to:  

a) silicon substrate terminated with –OH groups, 
b) silicon surface functionalised with 3-mercaptopropyl-trimethoxysilane,  

c) silicon surface with single strand 12-mer probe DNA attached,  
d) sample c) exposed to complementary target DNA, e) sample  

c) exposed to non-complementary target DNA (one-pair mismatch) 

In conclusion, recent experiments have demonstrated the potential of the Surface 
Photovoltage technique for chemical and biological sensing. Further work is needed 
to extend this characterization technique to new chemical and biological applications 
and to develop a better understanding of the mechanisms behind the observed semi-
conductor surface barrier changes. Early results, however, indicate that SPV might 
offer a combination of versatility, low cost, sensitivity, specificity, and sensing speed 
complementing other chemical and biological characterization techniques. 
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Thermal properties of multinuclear Ti(IV) and Zr(IV) 
carboxylate derivatives characterized  

using thermal analysis  
and variable temperature MS and IR methods 
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Studies of the thermal properties of multinuclear Ti(IV) and Zr(IV) carboxylates with general formu-
las [Ti8O8(O2CBut)16] and [Zr6O4(OH)4(O2CBut)12] which can be used as potential source compounds in 
producing TiO2 and ZrO2 thin layers, were carried out. Thermogravimetric methods (TG/DTG/DTA), 
mass spectrometry (MS-EI), and variable temperature infrared spectroscopy (VT-IR) were used to deter-
mine the thermal decomposition pathway, identify volatile titanium and zirconium species in vapours, 
and determine their thermal stability. The applications of Ti(IV) and Zr(IV) compounds in MOCVD 
experiments as potential metal oxide precursors are discussed. 

Key words: Ti(IV) carboxylates; Zr(IV) carboxylates; thermal decomposition; IR spectroscopy; mass 
spectrometry 

1. Introduction 

The substitution of alkoxy groups in Ti(IV) and Zr(IV) alkoxides (M(OR)4, 
R = Et, Pri, Bun) by bidendate carboxylate ligands (O2CR′, R′ = MC, But, CH2But) is 
used to moderate the reactivity of alkoxides in sol-gel processing [1–4] and to intro-
duce organic functionalities [5]. Several multinuclear Ti(IV) and Zr(IV) oxo carboxy-
lates and their complexes with alkoxides can be isolated from stoichiometric reactions 
of M(OR)4 with carboxylic acids [3, 4, 6, 7]. The source of oxo ligands are water 
molecules produced during the esterification process of excess acid with liberated 
alcohol. 

In our previous works, we have focused on the structural and spectral characteriza-
tion of titanium(IV) compounds [6, 7]. Analysis of these data suggests that selected 
_________  
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multinuclear oxo complexes show promising properties as sources of volatile titanium 
species for the deposition of TiO2 layers by CVD techniques [6, 10]. Therefore, such 
problems as: (a) the volatility of titanium and zirconium compounds, (b) their thermo-
lysis pathway, (c) the composition of the gas phase, and (d) the stability of volatile 
metallic species transported in vapours, should be investigated in detail. 

In the presented report, the results of thermal analysis and temperature variable 
mass spectrometry (MS) and IR studies for Ti(IV) and Zr(IV) compounds of general 
formulas [Ti8O8(OOCBut)16] (1) and [Zr6O4(OH)4(O2CBut)12] (2) are described. More-
over, the results of CVD experiments are discussed.  

2. Experimental 

Syntheses of 1 and 2 were carried out under argon atmosphere using standard 
Schlenk line and glovebox techniques as reported in literature [4, 7]. Microanalysis, 
13C NMR, 1H NMR, and infrared (IR) methods were used to confirm their structure. 
Both compounds were stored at room temperature under argon atmosphere. 

IR spectra were recorded with an FT-IR SPECTRUM 2000 spectrometer. Variable 
temperature IR spectroscopic studies in the solid phase were carried out with a SPE-
CAC temperature variable cell. IR spectra of vapours transported with the carrier gas 
(Ar) were studied in a specially constructed reactor, presented in Fig. 1. Thermogra-
vimetric analysis (TGA) was carried out using SDT 2960 TA Instruments, in nitrogen 
atmosphere from 298 to 773 K and at the ramp rate of 3 K·min–1. Mass spectra were 
measured with an MS AMD-604, MASPEC system using the EI method. 

 
Fig. 1. Schematic diagram of the reactor used for variable temperature IR experiments 

Deposition experiments were carried out using a horizontal “cold-wall” CVD reac-
tor with the volume of 10 dm3, heated substrate electrode on top, 56 mm in size, a gas 
input shower from a distance of 15 mm and with a gas flow of 60 cm3·min–1. The mor-
phology of the metal oxide films was studied with a scanning electron microscopy 
(JSM 5500LV) and EDXS system. 
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3. Results and discussion 

The colourless crystals of [Ti8O8(OOCBut)16] (1) and [Zr6O4(OH)4(O2CBut)12] (2) were 
synthesized by slow evaporation (glovebox) from a 1 : 2 mixture of M(OPr1)4 (M = Ti(IV) 
and Zr(IV)) and HOOCBut in toluene and n-hexane for 1 and 2, respectively. Crystallo-
graphic and spectral studies [4, 7] revealed that the structures of these compounds consist 
of {Ti8(μ2–O)8} and {Zr6(μ3–O)4(μ3–OH)4} clusters stabilized by carboxylate ligands. 
Multinuclear titanium(IV) or zirconium(IV) oxo carboxylate molecules are associated 
through a network of weak van der Waals inter-molecular interactions. This is a promising 
feature in terms of volatility and suitability as a CVD precursor. 

The thermal decomposition of the above compounds was studied using thermogra-
vimetric and differential thermal analysis (TG/DTA/DTG) methods over the tempera-
ture range of 298–873 K with a heating rate of 3 K/min under the nitrogen atmos-
phere. The TGA/DTA/DTG data of 1 have shown that thermal decomposition 
proceeds in three endothermic stages: 298–589 K, 589–658 K, and 658–738 K, with 
a weight loss of 73.4%. According to our structural reports [7], the endothermic effect 
between 298 and 589 K can be explained by the detachment of solvent molecules 
(toluene) from the crystalline lattice of this compound. During the decomposition 
process, 1 undergoes a complete conversion to TiO2 (above 589 K), as was confirmed 
by X-ray powder diffraction studies. According to thermogravimetric studies, crystals 
of 2 are stable in N2 up to 433 K. The multi-step thermal decomposition of this com-
pound proceeds in four endothermic stages: 433–533 K, 623–693 K, 693–757 K, and 
757–803 K (weight loss: 60.9%). The final product of decomposition was ZrO2, and 
its presence in solid residue was confirmed by X-ray powder diffraction. 

The composition of vapours formed during the thermolysis of Ti(IV) and Zr(IV) 
oxo carboxylate derivatives, and the thermal stability of volatile metallic species 
were assessed on the basis of MS-EI spectra recorded between 423 and 623 K. Ac-
cording to these data, the following characteristic peaks were found in the spectra 
of 1: at m/z = 2027 ([Ti8O8(O2CBut)15]

+) and m/z = 1554 ([Ti8O8(O2CBut)10]
+), and 

in the spectra of 2: m/z = 1913 ([Zr6(OH)8(O2CBut)11(O2CC3H3)2])
+), m/z = 1757 

([Zr6O3(OH)3(O2CBut)11]
+), and m/z = 1573 ([Zr6O2(OH)4(O2CBut)9]

+). The stability of 
multinuclear oxo species has been studied on the basis of the temperature dependence of 
peak intensity (Fig. 2).  

In the case of 1, the intensity of peaks assigned to titanium-containing fragments 
was very low below 423 K, which indicates the thermal stability of titanium oxide 
clusters (Fig. 2a). At the threshold temperature, about 423 K, an increase in the inten-
sity of the m/z = 2027 ([Ti8O8(O2CBut)15]

+) peak and a simultaneous decrease in the 
decomposition product peaks (m/z = 1554, [Ti8O8(O2CBut)10]) are observed. Accord-
ing to these data, the concentration of multinuclear Ti(IV) oxo carboxylate derivatives 
in vapours is the highest between 513 and 533 K. The thermal stability of these spe-
cies is low, and their rapid decomposition above 533 K is observed. Similar effects 
are noticed in thee variable temperature MS spectra of 2 (Fig. 2b). Between 543 and 
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573 K, however, the decomposition products containing volatile multinuclear zirco-
nium fragments are formed at higher temperatures. Also in this case the thermal sta-
bility of these patterns is low, and their decomposition is noticed above 573 K. 

 

 
Fig. 2. Results of MS-EI investigations for a) [Ti8O8(O2CBut)16] (1) and b) [Zr6O8(O2CBut)12] (2).  
Variations in the intensity of selected peaks with temperature (m/z = 1554 for [Ti8O8(O2CBut)15]

+,  
m/z = 2027 for [Ti8O8(O2CBut)10]

+, m/z = 1573 for ([Zr6O2(OH)4(O2CBut)9]
+), m/z = 1757  

for ([Zr6O3(OH)3(O2CBut)11]
+), and m/z = 1913 for ([Zr6(OH)8(O2CBut)11(O2CC3H3)2])

+) 

In order to find another way of characterizing the thermal decomposition pathway 
of the studied compounds, we have applied variable temperature IR spectroscopy 
(VT-IR) to the vapours evolved during the above process. The thermal analyser was 
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connected with the FT-IR instrument and the vapours were transported to the spec-
trometer chamber, providing the spectra of gaseous products (Fig. 1). The appearance 
of bands attributed to the vibrations of coordinated carboxylate groups (νas(COO)  
= 1520–1600 cm–1) and metal-oxide bridges (νas(MOM) = 600–800 cm–1) has been 
used to identify volatile metal-containing species. The temperature variable IR spectra 
of 1 and 2 are presented in Figs. 3 and 4.  

 
Fig. 3. Variable temperature IR spectra of vapours formed during the thermal decomposition of 1 

An analysis of the VT-IR spectra of 1 (Fig. 3) revealed that three types of volatile 
species are formed during the three decomposition stages, which confirms the results 
of thermogravimetric studies [7]. The appearance of absorption bands at 3035, 1610, 
1490, and 729 cm–1 in spectra recorded below 523 K proves that toluene molecules 
are detached from the crystal lattice in the first stage of the thermal decomposition 
of 1. Simultaneously, the partial decomposition of these compounds accompanies an 
increase of the intensity of bands at 1772, 1718, 1118, 580, and 498 cm–1 in the tem-
perature range of 373–523 K. Stable volatile titanium species, containing multinuclear 
oxo clusters and stabilized by carboxylate ligands, were detected between 523 and 
553 K (with bands at 1550 and 1429 cm–1 assigned to the vibration of carboxylate 
bridges, and at 766 cm–1 to the vibration of Ti–O–Ti bridges). The characteristic 
bands attributed to CO2 (2359, 668 cm–1), CO (2169, 2105 cm–1), (RCO)2O (1823, 
1771 cm–1), and RCOOR′ (1717 cm–1) were observed in the high-temperature IR spec-
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tra. This indicates a higher degree of decomposition, which occurs at temperatures 
above 553 K. 

 
Fig. 4. Variable temperature IR spectra of vapours formed during the thermal decomposition of 2 

VT-IR studies of 2 (Fig. 4) indicate the high thermal stability of this compound be-
tween 453 and 593 K. Only bands assigned to volatile organic products, formed during 
the thermal decomposition of this compound, were observed between 523 and 593 K. 
Absorption bands, which could be the evidence of the presence of volatile zirconium-
containing fragments (e.g. attributed to the vibrations of Zr–O–Zr or coordinated COO 
groups), were not detected in the IR spectra of the vapours. 

Despite the lack of strong intermolecular association of metal-oxide clusters in the 
crystal lattice, variable temperature MS and IR experiments show that 1 and 2 are 
characterized by a high thermal stability under the studied conditions. This is a nega-
tive feature in terms of the volatility and suitability of CVD precursors. However, the 
formation of volatile and stable multinuclear titanium oxo clusters in the narrow tem-
perature range of 523–553 K in the case of 1 is possible. Therefore, cold-wall CVD 
experiments using [Ti8O8(O2CBut)16] as a TiO2 precursor were carried out. Thin TiO2 
films (the thickness of layers was below 100 nm) were deposited on Si(111) substrates 
in the temperature range of 873–923 K, under a total reactor pressure of 2 mbar (vapori-
zation temperature TV was 523 K). Scanning electron microscopy (SEM) studies of 
film morphologies show dense and smooth textures for films grown from this com-
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pound between 673 and 923 K (Fig. 5). The composition of this film was established 
by the EDXS analysis. The films are composed mainly of titanium and oxygen atoms. 
X-ray diffraction (XRD) studies revealed that amorphic films of TiO2 are formed. 

 
Fig. 5. SEM microphotograph of the film  

deposited from 1 using the “cold-wall” CVD method 

4. Conclusions 

Studies of [Ti8O8(O2CBut)16] (1) and [Zr6O4(OH)4(O2CBut)12] (2) proved high ther-
mal stability of these compounds. Thermal decomposition proceeds by the conversion 
of 1 and 2 to TiO2 and ZrO2, which was confirmed by XRD methods for the solid 
residue. An analysis of the variable temperature IR spectra of vapours revealed that 
esterification and decarboxylation products are the main gas phase components. 
However, the volatile and stable multinuclear titanium oxo clusters can also be 
formed during the thermal decomposition of 1 between 523 and 553 K. The thermal 
stability of these fragments is suitable for their transport in the gas phase, which is a 
positive feature for the application of 1 as a CVD precursor. The results of “cold 
-wall” CVD experiments showed that the deposition of thin (< 100 nm) amorphic 
TiO2 films is possible. 
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Chemical Vapour Deposition (CVD)  
of metallic layers prepared from silver carboxylates 

complexes with tertiary phosphines 
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* 
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Silver fluorocarboxylate tertiary phosphine complexes [Ag(O2CR)(PR′3)] (where R = CF3, C2F5, 
Me3SiCH2; R′ = Me, Et) have been used as precursors in the hot-wall Chemical Vapour Deposition 
(CVD) of silver films. The pyrolysis of Ag(I) compounds and the thermal stability of metallic species 
transported in the gas phase were characterized by temperature variable IR (VT-IR) and MS (MS-EI) meth-
ods. Metallic films were produced between 403 and 423 K under the deposition pressure of 0.8–2.0 mbar, 
under an Ar atmosphere and on Si(111) substrates. They were characterized by X-ray diffraction (XRD) 
and scanning electron microscopy (SEM) integrated with EDX equipment. 

Key words: silver carboxylate; tertiary phosphine; silver films; chemical vapour deposition 

1. Introduction 

Low resistivity and high thermal conductivity of silver result in numerous applica-
tions of Ag films, including ultra-fast optical switches [1], components of high-tem- 
perature superconducting materials [2], and infrared sensors [3, 4]. Chemical vapour 
deposition (CVD) has been widely used in the fabrication of ultra-thin metallic films 
at relatively low temperatures, when the appropriate precursors are available. Good 
silver CVD precursors should exhibit low vaporization and deposition temperatures, 
and provide high-purity metallic layers. Several inorganic and organometallic species, 
including AgF, [Ag(C4F7)]n, fluorinated Ag(I) β-diketonates and their complexes 
[Ag(β-diketonate)L] where L is PR3 (R is Me, Et), silanes (e.g., vinyltrimethylsi-
lane, VTES) or diamines (e.g., tetramethylethylenediamine), have been used as CVD 
precursors [5–8]. In our studies, we focus on silver carboxylate complexes with terti-
ary phosphines ([Ag(O2CR)(L)], where R is a fluorinated, nonfluorinated or silylated 

_________  
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alkyl, and L is a tertiary phosphine), which could be a new group of CVD precur-
sors. In the present paper, the synthesis, mass spectra (MS) and variable tempera-
ture IR studies of volatile species and silver films obtained from 
[Ag(O2CCF3)(PEt3)] (1), [Ag(O2CC2F5)(PEt3)] (2), [Ag(O2CCH2SiMe3)(PMe3)] (3), and 
[Ag(O2CCH2SiMe3)(PEt3)] (4) are described. 

2. Experimental 

The synthesis of complexes was performed in an argon atmosphere using standard 
Schlenk techniques. Trimethylphosphine (1.0 M soln. in THF) (Aldrich) and triethyl-
phosphine (1.0 M soln. in THF) (Aldrich) were used without further purification. 
Silver (trimethylsilyl)acetate, and precursors (1) and (2) were synthesized as reported 
elsewhere [9–12]. Complexes (3) and (4) were obtained in the reaction of 
Me3SiCH2COOAg (2.5 mmol) suspended in dry, deoxygenated ethanol (30 cm3), with 
2.5 mmol of PR3 (R = Me (3) or Et (4) ). The mixture was stirred for 3 hours at room 
temperature in the dark, then filtered and evaporated on a vacuum line. Since (4) de-
composes at laboratory conditions, it cannot be used in CVD experiments. 

IR spectra were recorded with a FT IR Spectrum 2000 spectrometer (Perkin 
Elmer). Temperature variable IR (VT-IR) (303–523 K) spectra were measured with 
a SPECAC variable temperature cell, at the dynamic vacuum of p = 10–2 mbar. Mass 
spectra (MS) were measured with a MS AMD-604, MASPEC using the EI method. 
Thermal analysis (TA) was conducted with a MOM OD-102 (Paulik and Paulik) Deriva-
tograph in the following conditions: sample mass: 0.050 g, temperature range: 298–773 K,  
heating rate: 2.5 K/min, atmosphere: N2, 20 dm3/h. 

The silver films were deposited on Si(111) substrates prepared according to [13], 
using a horizontal hot-wall CVD reactor under Ar atmosphere; vaporization tempera-
ture Tv was 303–433 K, decomposition temperatures TD 403–523 K, reactor pressure p  
0.3–2.0 mbar and deposition time t 60–90 min. XRD diffraction data were collected 
with a Philips X’PERT diffractometer, using CuKα radiation in the  range of 2Θ 
(30–80)°. The morphology of films was studied using a Scanning Electron Micro-
scope (SEM) LEO 1460V with EDX equipment. 

3. Results and discussion 

The thermal stability of complexes (1)–(3) was studied by thermogravimetric 
analysis (TGA). The decomposition started at: 318 (3), 403 (1), and 423 (2) K being 
completed at 528 (2), 553 (1), and 618 (3) K, leaving metallic silver, what was evident 
from XRD studies of the residues. 

VT-IR spectra of the gaseous products of (1) and (2) revealed ν(C–H) bands at 
2981 and 2902 cm–1, a δ(PCH2) band at 1401 cm–1, and a δr(PCH2) band at 893 cm–1, 
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confirming that the phosphine species detach in the first step of decomposition 
(Fig. 1). Above 443 K, however, strong bands between 1000 and 1100 cm–1 and at 
1803 cm–1 (1) and 1797 cm–1 (2) were observed. The former bands can be assigned to  
C–F group vibrations, but the latter are typical of ester groups. Moreover, bands char-
acteristic of CO2 and CO were detected between 2350 and 2119 cm–1.  

 
Fig. 1. VT-IR spectra of [Ag(O2CCF3)(PEt3)] (1) (gas phase, 318–513 K, KBr) 

Mass spectra of volatile metallated species should reveal characteristic signals due 
to the natural abundance of 107Ag (51.8%) and 109Ag (48.2%), hence fragments that 
contain one silver atom should display peaks pattern of 1 : 0.93, whereas disilver frag-
ments should give three peaks with 1 : 1.86 : 0.86 relative intensities. The MS  
(EI, 453 K) of (1) and (2) exhibited the following fragments: [PEtH2]

+ m/z = 62 (100% for 
both), [OPEt2]

+ m/z = 106 (1 – 9%; 2 – 15%), [PEt3]
+ m/z = 118 (1 – 49%; 2 – 55%), 

[Ag(PEt)]+ m/z = 167 (1 – 10%; 2 – 8%), and [Ag(PEt3)]
+ m/z = 225 (1 – 8%; 2 – 20%). 

Disilver fragments, [Ag2(O2CCF3)]
+ (m/z = 279) and [Ag2(O2CC2F5)]

+ (m/z = 343), were 
noted as low intensity peaks (1–4%). According to TGA, VT-IR, and MS-EI data, 
thermal stability can be the main factor influencing the CVD process and the mor-
phology of metallic layers. 

In the case of (3), MS and VT-IR studies confirmed lack of silver volatile species, 
which suggests that this compound will not be useful for CVD. The most intensive 
bands were observed between 393 K and 453 K at 1835 cm–1 and 1777 cm–1, clearly 
indicating that one of the liberated compounds was acid anhydride (Fig. 2). We have 
nevertheless used (3) for hot-wall CVD, as it revealed the lowest decomposition onset 
temperature.  
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Fig. 2. VT-IR spectra of [Ag(O2CCH2SiMe3)(PMe3)] (3) (gas phase, 453 K, KBr) 

Hot-wall CVD experiments were performed using (1), (2), and (3). The silver 
films obtained from 1 and 2 revealed a cubic structure (Fig. 3), which was evident 
from XRD measurements (38.2 [111], 44.4 [200], 64.6 [220]). 

 
Fig. 3. XRD Θ–2Θ scans of silver films deposited at various 

temperatures on Si(111) from [Ag(O2CC2F5)(PEt3)] (2) 

The SEM micrographs of films produced from (1)–(3) were studied. The most 
promising deposition results were obtained for layers deposited from (2), where SEM 
micrographs reveal a rough and cluster structure (Fig. 4) and EDX spectrum are char-
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acteristic of metallic silver. It can be noted that films produced from (1) demonstrated 
a lower density and higher non-uniform thickness. The layer morphology of films 
deposited from (3) and the lack of signals in the EDX spectrum that could be assigned 
to metallic silver suggest that only condensed organic impurities on the substrate sur-
face were present. 

 
Fig. 4. SEM micrograph of a silver film deposited from (2) (Si(111),  

hot-wall CVD, Tv = 433 K, TD = 523 K) 

4. Conclusions 

Results of CVD experiments revealed that 1 and 2 are promising precursors for 
silver films, since both compounds exhibit good volatility and sufficient thermal sta-
bility. Variations in the pyrolysis pathway and vapour composition appeared to be the 
main factors influencing the morphology of the silver films. 
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The concept of molecular impurity ions (MI) as centres with charge transfer degrees of freedom, in-
teracting (through the order parameter of the phase transition) with local vibrations and non-soft phonons, 
as well as with light, has been developed. It has been shown that MI can significantly influence a ferro-
electric phase transition (FPT) due to a direct interaction of their specific charge transfer degrees of free-
dom with the ferroelectric order parameter. In this work, we predict a significant increase of the FPT 
critical temperature when increasing the MI concentration. The 4MnO−  molecular impurity ions embed-

ded in ferroelectric crystals (e.g. molybdates, tungstates, chromates, phosphates) are considered as possi-
ble candidates capable of inducing this effect. 

Key words: molecular impurity ions; charge transfer; ferroelectric phase transition; critical temperature 

1. Introduction 

The influence of defects on FPT is one of key topics (see, e.g., [1]) research into 
modern ferroelectric materials. Its possible role in solving the problem of real ferro-
electrics is one of the major reasons for this interest. This is important from the point 
of view of basic sciences as well as applications. In this context, MI doped into ferro-
electrics, for example 4MnO−  (as impurity ions) in ferroelectric phosphate, tungstate, 
molybdate, and chromate crystals, are responsible for a principally new situation aris-
ing in the field of FPTs influenced by impurities. Indeed, MIs provide a new possibil-
ity for strengthening the influence of defects on FPT due to their specific properties. 

_________  
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Here we deal with a pronounced covalent contribution to ionic-covalent type 
bonding within MI with significant charge transfer effects. The latter leads to the ap-
pearance of new degrees of freedom, characteristic of MI, which directly interact with 
the ferroelectric order parameter of the matrix. These are charge transfer degrees of 
freedom connected with fluctuations of charge transfer magnitude relative to its equi-
librium value. It is important to note that these charge transfer degrees of freedom 
{qi} take part in the bi-linear interaction with fluctuations of the soft matrix  
TO-polarization. This leads to a new origin of the influence of impurities on FPT 
phenomena. The purpose of the present work is a theoretical consideration of the in-
fluence of MI on FPT, taking into account the MI charge transfer degrees of freedom 
mentioned above. It will be shown that the pronounced increase of FPT temperature 
can be induced by MIs in this case. 

In our first article [2] devoted to the development of the same idea we considered 
another limiting case of the strong “charge transfer – local lattice vibration” interac-
tion within MI. Such a situation led to a specific resonance increasing the critical tem-
perature of the FPT. This approach takes into consideration the appearance of the 
well-localized non-Coulomb charge transfer vibronic excitons (see [3, 4] and 
references therein) in the MI state spectrum. In the present article, we consider an 
opposite limit, at which the charge transfer–local lattice vibration interaction within 
MI mentioned above is weak, in agreement with the assumption of the model. This 
approach seems to be reasonable and necessary for a complete coverage of the prob-
lem. Moreover, strong and weak charge transfer–local lattice vibration interaction 
states can co-exist in real MI as low-lying and higher lying states. Therefore, in reality 
we deal with both types of states, simultaneously affecting the MI-induced critical 
temperature increase. The domination of either type of these states depends com-
pletely on quantitative values of the parameters. Here we shall consider a situation 
where the charge transfer fluctuations are purely electronic ones. 

4MnO−  impurity ions doped into the model ferroelectric crystals will be discussed as an 
example of impurities with well-defined charge transfer degrees of freedom which can 
directly interact with the soft lattice of the matrix. 4MnO−  impurity ions can replace 4XO−  
complexes (X = P, Mo, W, Cr) in the host lattices and manifest a good covalent bonding 
within molecular ions accompanied by significant equilibrium charge transfer (see [5–9] 
and references therein).  

The results of calculations performed on the basis of the Self Consistent Field Xα-
Scattered-Wave method [5, 6] suggest that this is the case for 4MnO−  ions. In this context, 
we will consider the MIM′

I
2(XO4)1–x(MnO4)x crystal (where x is the relative concentration 

of the 4MnO−  MI). Here we consider the electron-lattice mechanism for the influence 
of impurities on the ferroelectric phase transition. Note that it is principally different 
from a pure vibration mechanism, which is much weaker on one hand, and usually leads 
to a decrease in the critical temperature on the other hand. In our case, the electronic 
gaps between active initial electronic states are of the order of 1–3 eV, and electron–
lattice interaction mixes of these initial electronic states with such gaps. Related lat-
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tice variables (soft polarisation P) are slow as compared with the above-mentioned 
electronic degrees of freedom and take direct part in the phase transition phenomenon. 
A corresponding scenario develops under adiabatic conditions, namely new terms in 
the free energy, which are proportional here to P2, are responsible for the impurity-
induced shift of the critical point for the ferroelectric matrix. A similar approach has 
been successfully used earlier for considering the influence of Jahn–Teller impurities 
on the ferroelectric phase transition [10, 11]. 

In spite of the soft critical behaviour of the order-disorder degrees of freedom in 
the 4XO−  ions-containing crystals, the structure of their order parameters is more 
complicated than for pure contributions of the order-disorder type. This is the case 
for improper ferroelectrics [12], in which a soft mode has an order-disorder origin 
but the resulting polarization is of a displacive-type. Such a phenomenon can be 
described by the well known pseudo-spin–lattice interaction model (Kobayashi 
model, [12]). Namely, such a displacive-type polarization mentioned above takes 
part in the formation of a linear vibronic interaction with the electronic degrees of 
freedom of 4MnO−  impurity ions in parallel with linear pseudo-spin mode– 4MnO−  
electronic degrees of freedom interaction in the framework of our model. Neverthe-
less, here we take into account also the direct interaction of soft order-disorder type 
mode with 4MnO−  ion electronic degrees of freedom. It will be shown that the latter 
circumstance leads to the addition of a positive shift to the FPT critical temperature 
Tc. Such an effect, related to the order-disorder component of the order parameter 
of FPT, will only induce an addition increase of Tc with respect to the displacive-
type component effect. 

The 4MnO−  MI is a very effective optical probe. It is characterized by  intense 
ligand-to-metal charge-transfer absorption bands in the VIS range and well pro-
nounced d–d absorption bands in the red region of the spectrum [7–9, 13]. Also, the 
multi-phonon resonance Raman spectra and the excitation profiles of Raman scatter-
ing of 4MnO−  ions in ionic crystals have been studied thoroughly (see [14] and refer-
ences therein). Recently, intensive NIR-luminescence has been discovered for MnO4

– 
molecular ions embedded in cubic [15, 16] and non-cubic [13, 17] crystal lattices.  

Such a set of characteristic properties leads to additional new aspects of the prob-
lem under investigation. First, it is related to the possibility of the optical excitation of 
MI in the ferroelectric matrix. The electronic occupation of excited MI-states can 
significantly change the properties of MI charge transfer and local distortion of the 
subsystems. As a result, the MI influence on FPT will be changed by the action of 
optical pumping. Thus, photo-induced effects in FPT phenomena can be expected. 
Second, investigations of FPT order parameter behaviour (for instance, its critical 
temperature dependences) involving optical studies of electronic and vibronic spectra 
of MI embedded in soft matrices seems fruitful. Let us now consider the effect of MI-
induced increase of FPT critical temperature predicted in the present work. 
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2. Increase of critical temperature induced by the interaction  
of soft polarization with molecular impurity ions 

Let us evaluate the shift (ΔTC) of the FPT point induced by the interaction between 
MI charge transfer on the one hand and soft lattice polarization on the other. We shall 
consider the case of a uniaxial ferroelectric crystal doped with MIs. Here we shall 
treat the combined phase transition in the crystal as a combined displacive and order 
-disorder type of behaviour. The displacive-type component is very significant in such 
mixing [18]. Note that the static behaviour of improper ferroelectrics of the 4XO−  ion 
-containing type (with the same symmetry for order-disorder and displacive-type order 
parameters) is identical to that of proper ferroelectrics (for instance displacive type 
ferroelectrics). We shall consider in this section the case of a dominating displacive 
-type order parameter (soft polarization) for the interaction with 4MnO−  degrees of 
freedom. In our approach we also use the mean field approximation, whose validity 
stems from the long-wave (k ≈ 0) order parameter. As a result, the MI-induced renor-
malization of the free energy coefficients for the Landau expansion of the free energy 
can be considered. 

Let us briefly discuss here the arguments for grounding the possibility of inserting 

4MnO−  into an 4XO−  ion-containing matrix. First, it is known that 4MnO−  molecular 
ions exist in the framework of ionic-covalent bonding, with an essential contribution 
to the covalent part [5–9]. Even in the ionic approach, however, the ionic radii for 
topical Mn5+ and P5+, Mo6+ or W6+ ions in the four-fold oxygen coordination do not 
differ strongly from each other (0.47 Å and 0.31 Å, respectively). Such a difference 
(0.16 Å) is of the order of zero point vibration fluctuations on one hand, and on the 
other can be compensated by the pronounce pliable behaviour of four oxygen ions in 
the framework of a real ionic-covalent regime with important covalent contribution. 
Second, in this context the successful experimental activity of Güdel et al. for the 
growing different crystals with 4MnO−

 impurities should be underlined (see [13, 17] 
and corresponding references therein) as well as recent positive result of Hanuza and 
co-workers [19] for growing the ferroelastic crystal K3Na(CrO4)

2-:(MnO4)
2- with 

4MnO−  molecular impurity ions. 
The topical assumptions regarding MI are the following: 
• The main assumption relating to the active O- and Mn-ion charge transfer states of 

4MnO− –MI is the assumption of their good self-localization in the system of host matrix 
states. Therefore we assume that we are dealing with local or quasi-local electronic states 
of the 4MnO−  impurity ion, which is an experimental example under discussion. 

• The second assumption relating to the active charge transfer states of MI is the 
assumption of their coherent nature. These are four oxygen ion charge transfer states 
considered to be coherent states. 
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• The 4MnO−  impurity ion displays significant covalent O–Mn bonding as men-
tioned above. Here, the O–Mn covalent bonding coefficient can be estimated as γMn-O 
≈ 0.44 and the corresponding equilibrium O–Mn charge transfer value can be high 
enough (see references [5, 6]). This leads to a decrease of the oxygen ion local nega-
tive charge due to O→Mn charge transfer, and to the occurrence of equilibrium oxy-
gen hole states that are well defined within the 4MnO−  MI. 

Taking into account these three statements, we deal with a fully-symmetric coher-
ent ground state for oxygen holes (the singlet A state). The excited state here is a trip-
let T-state (Tx, Ty, Tz) for the four oxygen equilibrium holes in the cubic (Td) field of 
the isolated 4MnO−  molecular impurity ion. These A, Tx, Ty, and Tz charge transfer 
oxygen hole states differ from each other by their different charge distributions among 
four oxygen ions in accordance with the state symmetry. Thus, the mixing of these 
states due to an interaction of soft polarization and the order-disorder pseudo-spin 
related order parameter with such a quartet of oxygen hole states mentioned above 
corresponds to charge transfer effects. 

• The fourth assumption is related to the possibility of using the A, Tx, Ty and Tz 
charge transfer oxygen hole states mentioned above in the framework of real situa-
tions for 4MnO− –MI embedded in an 4XO−  ion-containing matrix. We shall assume 
here for simplicity that the splitting of such a triplet of T-states in an uniaxial crystal-
line field of the matrix is much smaller than the splitting (ΔCT) between T and A 
charge transfer states in a cubic Td field for isolated 4MnO−  molecular impurity ions. 
As a result, such a uniaxial crystalline field of the host lattice could be inessential 
within our problem analysis with respect to the strong field of molecular origin. Note 
that the ΔCT value can be of the order of 1 eV (ΔCT = 1 eV in our case). Such a value 
for ΔCT is typical of oxygen-related energy splitting, for instance for the width of sub-
bands induced by electronic dispersion within the oxygen-related valence bands in 
oxides. Therefore let us also assume that 4MnO−  impurity ions keep the point group 
symmetry Td, which is a good approximation for strong molecular bonding related to 
the crystalline field effect. 

Let us start from a phenomenological consideration of the problem. As regards 
a pure 4XO−  ion-containing matrix, soft lattice dynamics will be related to the new 
pseudo-spin soft mode with Cochran-type critical dependence (with the η variable) 
and the low frequency polarization mode (with the Pz variable), but without critical 
softening at definite temperature. Such a soft polarization mode subsystem couples 
with interacting pseudo-spins of the matrix as in the case of KDP (the Kobayashi  
model [12]). As a result, the free energy of the pure system without MI can be pre-
sented in the following form: 

 
2

( 0 ) 2 2 4
0

1
( )( ) ( ) ( ) ...

2 2 4
p

z z z z zF T T P AP
ω βδ α η η η= − + + + +   (1) 
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where T(0), ωp, A, β are the critical temperature for soft pseudo-spin mode condensa-
tion, the frequency for soft polarization (normalized with respect to the vibration mass 
coefficient), the coefficient for polarization – pseudo-spin order parameters bi-linear 
interaction, and the fourth order anharmonicity coefficient of the pseudo-spin order 
parameter, respectively. Minimization of the free energy equation with respect to P, η 
allows one to obtain the FPT temperature (TC) equation, which manifests the increase 
in TC induced by bi-linear Pη interaction: 

 
2

( 0 )

2C

p

A
T T

αω
= +   (2) 

The microscopic origin of the interaction between the MI charge transfer degrees 
of freedom and the FPT order parameter (soft polarization Pi) is the effect of A-T 
state mixing by such an order parameter. The corresponding interaction Hamiltonian 
can be presented in the following form: 

 ( )
CT-polarization

ˆ i
i x iH V Pσ=   (3) 

Here, ( )i
xσ is a Pauli matrix, ( ) ,i

x i iT A A Tσ = +  Vi is the vibronic parameter for 

the interaction between charge transfer and soft polarization. Taking into account 
the second order perturbation theory with respect to the Hamiltonian in (3), we obtain 
the following, related to the harmonic contribution of Pz (soft polarization along the 
main axis) to the Landau expansion for free energy: 

 
2 2

2 2

CT

( ) ( )
2 Δ

p z
P z z

nV
F P P

ω
δ = −   (4) 

where n is the concentration of MI ( 4MnO−  ions, for example). Equation (4) remains 

in its old form after replacing 2
pω  by 2

pω�  given by 

 
2

2 2 2

Δ

z
p p

CT

nVω ω= −�   (5) 

After substituting Eq. (5) into Eq. (2), we finally get 

 
2

(0)
2 2 1

CT[ 2 ( ) ]C
p z

A
T T

nVα ω −= +
− Δ

  (6) 

As can be seen in Eq. (6), the increase of the FPT critical temperature (ΔTC > 0) 
induced by increasing concentration has a non-linear character and can be defined for 
appropriately small concentrations by Eq. (7): 
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2 2

2 z
C

CT p p

nV A
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ω αω
⎛ ⎞

Δ = ⎜ ⎟Δ ⎝ ⎠
  (7) 

After substituting into Eq. (7) reasonable values for 4MnO−  impurity ion parameters in 
order to estimate the effect under consideration (ΔCT ≈ 1 eV, Vz ≈10 D, 2

pω  ≈ 0.036, 
2 2/ pA αω  ≈ 10 K and the concentration n ≈ 3×1020 cm–3), we obtain the critical tem-

perature shift of ΔTC ≈ 10 K. We conclude that the effect predicted in the present pa-
per is large enough to be detected experimentally. 

The theoretical considerations presented above describe the effect of molecular 
impurity ions on a ferroelectric (or ferroelastic) phase transition in crystals built from 
tetrahedral 4XO−  ions. The pseudo-spin approach is proposed in order to predict the 
temperature behaviour of these samples. In order to verify these effects, the syntheses 
of two crystals have been undertaken: KH2PO4 and K3Na(CrO4)2, both doped with 

4MnO−  ions. These two host systems differ substantially from each other. In the KDP 
crystal, these effects are influenced by hydrogen bonding [20–23]. Other effects could 
also appear in this crystal, i.e. a considerably different proton affinity of the 4MnO−  

and 3
3PO −  ions. This may lead to nano-regions of reorganized hydrogen bonds. The 

molecular structure and dielectric properties of the KDP crystal may therefore be 
changed [23, 24]. Relaxor-type behaviour could influence the phase transition pa-
rameters in such cases. 

The other host matrix, of the K3Na(CrO4)2 type, differs from KDP-like crystals 
due to smaller differences between the charges of the tetrahedral 2

4CrO −  ion and 

doped 4MnO−  ion as well as due to a lack of hydrogen bonds. In spite of the different 
compositions and structures of these two host systems, we expect that the effect of the 
impurity ions on their phase transitions will be similar. Our preliminary temperature 
dependent studies of the shape of the ESR signal in the chromate crystal show that the 
phase transition temperature agrees well with predictions [19]. 
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Electrical and optical properties  
of sol-gel derived ZnO:Al thin films 
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High quality sol-gel derived ZnO and ZnO:Al thin films were deposited on corning (7059) glass sub-
strates by spin coating. The annealed films showed the c-axis-preferred orientation. The structural, electrical, 
and optical properties of the films were investigated as a function of Al concentration from 0 to 3.0 at. %. 
The maximum conductivity of 18.86 Ω−1·cm–1 with the carrier concentration of 2.2×1024 m–3 was found for 
the Al concentration of 0.8 at. %. The conductivity is found to be of the activated type above 375 K, and 
variable range hopping conduction is observed below room temperature. Various transport parameters, such 
as the average spacing between donors, effective Bohr radius, donor levels, Debye screening length, and 
average grain size, have been estimated. The increase in band gap with Al doping is explained in terms of 
a Burstein Moss shift. 

Key words: sol-gel; ZnO: Al, spin coating; transport parameters 

1. Introduction 

Zinc oxide (ZnO) is an interesting wide-band-gap semiconductor material with 
a direct band gap of 3.36 eV [1] at room temperature and exciton binding energy of 
60 meV. It has crystalline structure of the wurtzite type and the unit cell with the con-
stants a = 3.24 Å and c = 5.19 Å. Thin films of undoped and doped ZnO are utilized 
for a wide variety of electronic and opto-electronic applications, such as surface 
acoustic wave devices [4], transparent conducting electrodes [2], heat mirrors [3]. 
Nanoscale porous structures of ZnO with a high surface area find their application in 
chemical sensors [5] and dye-sensitised solar cells [6]. Various techniques have been 
used to deposit undoped and doped ZnO films on different substrates, including spray 
pyrolysis [7], organometallic chemical vapour deposition [8], pulsed laser deposition 

_________  
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[9], sputtering [10], and sol-gel process [11]. Among these, the sol-gel technique is 
credited with several advantages, such as deposition of high purity, homogeneous, 
cheaper, large-area films at relatively low temperatures. There are scarcely any re-
ports on the transport parameters of ZnO:Al films prepared by the sol-gel technique. 

In this paper, we concentrate on the structural, electrical conductivity and optical 
properties of sol-gel derived ZnO and ZnO:Al films deposited by spin coating. 
Estimates of various transport parameters, such as the average spacing between do-
nors (r), effective Bohr radius (a*), donor levels (Ed), Debye screening length (LD), 
and average grain size (l), have been made. 

2. Experimental details 

The solutions were prepared by dissolving zinc acetate, Zn(CH3COO)2·2H2O 
(purity 99.95%), in anhydrous methanol in increasing Al doping concentrations 
(98.5% purity AlCl3) ranging from 0 to 3 at. %. The obtained mixture was mixed 
ultrasonically for about two hours. The solutions became turbid within twenty four 
hours after preparation. The turbidity was removed using 0.2 micron filters. The 
substrates were cleaned ultrasonically, first in acetone, and subsequently in metha-
nol for 10 minutes each. They were further cleaned with ion exchanged distilled 
water for 20 minutes and kept in an oven at 80 °C for 30 minutes. The clear solu-
tions were used for spin coating after 24 hours on corning glass (7059) substrates. 
The films were first dried at 80 °C and then at 300 °C for 20 minutes each. This 
process was repeated several times to deposit films of the desired thickness. The 
films were annealed for half an hour at temperatures from 500 to 600 °C for de-
composition and oxidation of the precursors. Diffraction patterns of intensity versus 
2θ were recorded with a Philips PW 1830 diffractometer, using a monochromatized 
X-ray beam with nickel-filtered CukR radiation (λ = 1.5418 Å). A continuous scan 
mode was used to collect 2θ data from 20 to 60°, with a 0.02 sample pitch and 
4 deg·min–1 scan rate. The thickness of the films was found to be ≅ 0.14–0.2 μm, as 
determined by a DEKTECK3–ST surface profilometer. The surface morphology of 
the films was analysed by Scanning Electron Microscopy (SEM) with a JEOL JSM-
6300, and atomic force microscopy (AFM) using an SPI 3700. Optical transmit-
tance measurements were carried out using a Shimatzu UV-260 spectrophotometer. 
The electrical conductivity (σ) and the Hall coefficient (RH) were measured by the 
van der Pauw [12] technique. The sign of the Hall coefficient confirmed the n-type 
conduction of the films. The carrier concentration (n) and the Hall mobility (μH) 
were determined using the expression RH = 1/ne and μH = RH×σ, respectively. It 
should be mentioned that experimental data were reproducible with the accuracy of 
nearly 1.0%. 
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3. Results and discussion 

3.1. Structural properties 

ZnO:Al films were fabricated by the sol-gel technique on Corning glass substrates, 
and the XRD spectra of the ZnO and ZnO:Al films annealed in the temperature range 
525–600 °C were gathered. Figure 1 shows the XRD patterns of ZnO and ZnO:Al 
films deposited at different Al dopant concentrations and annealed at 575 °C. The 
films exhibit a dominant peak at 2θ = 34.34° corresponding to the (002) plane of ZnO, 
and other peaks corresponding to (100) and (101) and indicating the polycrystalline 
nature of the films. It is seen from the figure that the relative intensity of the (002) 
peak increases with increasing Al dopant concentration up to a concentration of Al 
equal to 0.8 at. %, and thereafter it starts to decrease. The increase in peak intensity 
indicates an improvement in the crystallinity of the films. 
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Fig. 1. X-ray diffraction patterns of ZnO and ZnO:Al films  

with various Al concentrations and annealed at 575 °C in air 

Figure 2 shows the variation of the grain size l and texture coefficient TC with Al 
concentration. The extent of the preferred orientation as compared to other observed 
orientations is defined by the TC as [13] 

 0

0

( )

( )
( )

( )1
( )N

I hkl

I hkl
TC hkl

I hkl

N I hkl

=
∑

 (1) 

where I(hkl) is the measured relative intensity of the diffraction peak corresponding to 
hkl and I0(hkl) is the relative intensity peak corresponding to plane of ZnO powder. The 
increase in the texture coefficient of the film with an Al concentration of 0.8 at. % indi- 
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Fig. 2. Variation of the grain size l and texture coefficient TC with Al dopant concentration 

 

 

 

Fig. 3. AFM images of ZnO and ZnO:Al films 
for Al concentration of:  

a) 0 at. %, b) 0.8 at. %, and c) 3.0 at. % 

a) b) 

c) 
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cates that a large number of crystallites are oriented along the c-axis. The grain size of 
the films was estimated from the Scherrer formula [14] using the FWHM of the peak 
corresponding to (002) plane. The grain size was found to increase from 13 nm (un-
doped) to a maximum of ~25 nm for an Al concentration of 0.8 at. %. At 3.0 at. % of 
Al, the grain size was reduced to 19 nm. The scanning electron microphotograph of 
the film with an Al concentration of 0.8 at. % shows uniformly distributed grains with 
a smaller number of voids. 

Figure 3a–c shows AFM images of ZnO:Al films with an Al dopant concentration of 
0.0, 0.8, and 3.0 at. %, respectively. The RMS value of the surface of the undoped ZnO 
film is 22 nm whereas for the film having 0.8 at. % of Al it is 4.3 nm. At a higher Al 
dopant concentration (3.0 at. %), the surface was found to be rough (RMS = 86 nm). 
Thus, this study of structural properties reveals that the film doped with 0.8 at. % of 
Al is smooth and highly oriented along the c-axis oriented with densely packed grains. 

3.2. Electrical properties 

The values of RH at different concentrations of Al are given in Table 1. The varia-
tions of σRT, n, and μH with Al concentration in ZnO:Al films are shown in Fig. 4. It is 
seen from this figure that σRT and μH increase with increasing Al concentration. 
Maximum values of σRT (18.86 Ω−1·cm–1) and μH (52.8 cm2/Vs) are obtained for 
0.8 at. % of Al. With further increase in Al concentration (> 0.8%), σRT and μH are 
found to decrease. Minami et al. [15] have also reported the value of μH ≅ 45 cm2/Vs 
in Al doped ZnO films. 
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Fig. 4. Carrier concentration n, Hall mobility μ, and resistivity ρ of ZnO:Al  

films annealed at 575 °C in air as a function of Al concentration 

The carrier concentration in the doped ZnO film increases linearly with increasing 
dopant concentration up to 0.8 at. %. The observed increase in n and μH with dopant 
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concentration up to 0.8 at. % accounts for the increase in conductivity in accordance 
with the relation σ = neμH. The overall variation in n and μH can be understood in 
terms of the position of Al in the ZnO lattice. The ZnO film generally grows as an n-
type semiconductor, due to the presence of native defects in the form of zinc intersti-
tials, oxygen vacancies, or both. The observed behaviour at low doping levels (up to 
0.8 at. % of Al) is expected to be the result of substitutional doping of Al3+ at Zn2+ 
sites, which creates one extra free electron in the conduction band. A decrease in n 
and μH at higher dopant concentrations (> 0.8 at. %) may be due to the interstitial 
occupancy of Al in the ZnO lattice, which may lead to a distortion of the crystal struc-
ture. The presence of Al at interstitial sites and grain boundaries in the form of oxide, 
besides decreasing grain size, may act as scattering centres and result in a decrease in 
the observed mobility at dopant concentration > 0.8 at. %. XRD results also suggest 
the degradation of film structure at higher dopant concentrations. 

Table 1. Activation energy at high temperatures Ea, average spacing between donors r, r/a*,  
Debye screening length LD, activation energy of grain boundary limited conductivity Eσ,  

the change ΔEg in Eg, and absorption edge shift ΔEBM at different Al dopant concentrations 

Dopant 
conc.  

(at. %) 

Ea 

(eV) 
r 

(nm) 
r/a* 
(nm) 

LD 
(nm) 

Eσ  

(eV) 
ΔEg 

(eV) 
ΔEBM 

(eV) 
RH 

(cm3/C) 

0.0 0.94 12 8.3 13.5 0.96  –  – 70.4 
0.2 0.82 6.2 4.3 4.0 0.86 0.015 0.011  6.4 
0.4 0.66 5.8 4.0 3.6 0.67 0.018 0.013  5.2 
0.8 0.43 4.7 3.2 2.7 0.47 0.025 0.020  2.8 

 
Structural surface morphology and electrical studies indicate that films with higher 

concentrations of Al (> 0.8 at %) are two-phase solids. These films may contain clus-
ters of an Al-rich phase, but not Al3+ ions in the interstitials position. Therefore, 
studies of the temperature variation of electrical conductivity and optical properties 
are restricted to films containing Al up to 0.8 at %. 

The dependence of conductivity (lnσ vs. 103/T) for a ZnO:Al film at high tempera-
tures (375–475 K) is shown in Fig. 5. It is observed that lnσ vs. 1/T curves are linear 
in this temperature range, indicating an activated conduction process following the 
expression 

1 exp aE

kT
σ σ ⎛ ⎞= −⎜ ⎟

⎝ ⎠
 

The activation energies Ea listed in Table 1 are found to decrease with increasing 
dopant concentration up to 0.8 at. %. 

In Figure 5, conductivity variation with temperature in the range of 153–600 K for 
an undoped ZnO film is also shown as an insert. The data below room temperature 
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were analysed assuming Mott’s variable range hopping conduction process [16]. As 
shown in Fig. 6, ln(σT1/2) vs. 1/T–1/4 plots are linear, indicating variable range hopping 
(VRH) conduction. 
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Fig. 5. Arrhenius plot of the DC conductivities σ of ZnO  

and ZnO:Al films with different Al concentrations 
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Fig. 6. Plot of ln(σT1/2) versus T –1/4 for ZnO and ZnO:Al films 

with different Al concentrations 

Hausmann and Teuerle [17] have classified three types of conduction process in 
indium-doped single crystals at low temperatures (below 300 K), depending on the 
ratio of the average spacing between donors r to the effective Bohr radius a*. The 
values of r and a* are given as 
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where Nd is the impurity concentration, m is the mass of a free electron, m* is the effective 
mass of the electron, εs is the relative electric permittivity, and a0 is the Bohr radius: 

 
2

0
0 2

4π
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• For r/a* > 5, impurity concentration is low and impurity levels are isolated, while 
the conduction is explained by charge transport in the conduction band and nearest 
neighbour hopping between isolated donor levels. 

• For 2 < r/a* < 5, called the intermediate concentration region, an impurity band 
is formed by the overlapping wave functions of donors. Therefore, a variable hopping 
conduction [18] appears between localized states in the impurity band. 

• For r/a* < 2, which is the high impurity concentration regime, metallic conduc-
tion takes place due to the overlapping of impurity and conduction bands. 

The value of r in a doped ZnO film were estimated from Eq. (2), assuming that all 
donor atoms are ionised and completely contributing their charge carriers to the con-
duction band at least up to a dopant concentration of 0.8 at. %. The estimated values 
of r are given in Table 1 and found to decrease from 12.0 nm to 4.7 nm for dopant 
concentration of 0 and 0.8 at. %, respectively. This decrease in r is attributed to the 
enhanced substitution of Zn2+ by Al3+ and increasing concentration of charge carriers 
in the conduction band. The energy of the donor level of Al in the ZnO lattice Ed can 
be estimated using the expression 

 
*

2

i
d

s

E m
E

mε
=  (4) 

where Ei is the ionisation potential for Al (the energy required to completely remove 
an electron from the atom). Taking Ei = 5.984 eV [19], m* = 0.31 m, and εs = 8.5 [19] 
for ZnO, we obtain the value of Ed = 25.67 meV. The values of r, a* (Eqs. (2) and (3)), 
and r/a* are also included in Table 1. It is seen from this table that the ratio r/a* lies 
between 2 and 5, which suggests VRH conduction between localized states in the 
impurity band. The observed value of Ed = 25.67 meV for Al in a ZnO lattice also 
suggests that all impurities will be ionised above RT, and therefore VRH conduction 
is possible below RT only to the extent observed in the present case. 

The effect of grain boundaries on electron transport in the conduction band can be 
examined by comparing the Debye screening length LD with the average grain size l. 
LD can be expressed as [20] 
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where εs is the relative electric permittivity, ε0 is the electric permittivity of free space 
and Nd is the donor concentration. Providing LD is smaller than l/2, a potential barrier 
around each grain boundary is formed due to band bending. If, however, LD is larger 
than l/2, the conduction band becomes flat and loses the potential barrier. Electrons 
are then transported without grain boundary scattering. 

LD for the doped films at 400 K is determined to be in the range 4.0–3.0 nm, while l, 
as estimated from the FWHM of the XRD peak using the Scherrer formula, lies in the 
range 13–25 nm (Table 1). It is seen from Table 1 that LD < l/2, which suggests that the 
effect of the grain-boundary potential barrier on conduction at high temperatures may 
also be taken into account. The conductivity in this case can be represented as [21] 

 ( )( )( )
1/ 22

*
exp /

2π
d

C F
e lN

E E e kT
m kT

σ φ⎛ ⎞
= − − +⎜ ⎟
⎝ ⎠

 (6) 

where EC is the energy of the conduction band minimum, EF the Fermi level, φ the 
grain boundary potential barrier, and Nd the donor concentration. Assuming 

 Eσ = EC – EF + eφ 

as the activation energy for the grain boundary limited conductivity, the above equa-
tion can be written as 

 1/ 2 exp
E

T
kT
σσ ⎛ ⎞∝ −⎜ ⎟

⎝ ⎠
 (7) 

From the linear plot of ln (σT1/2) and T–1, values of Eσ were obtained, and are listed 
in Table 1. The value of Eσ/Ea ∼ 1 suggests thermionic emission over the grain 
boundaries at high temperatures in doped ZnO films. Thus, conductivity at higher 
temperatures depends on the morphology, i.e. the polycrystallinity of films. 

3.3. Optical properties 

Typical UV transmittances for 0 and 0.8 at % of Al are shown in Fig. 7. It is seen 
from this figure that the average transmittance T in the visible region is higher than 
85% for films having 0.8 at. % of Al. 

The optical band gap Eg was calculated using Tauc’s plot ((αhν)2 vs. hν), as shown 
in Fig. 8. The value of α is determined from transmittance spectra. The photon energy 
at the point where (αhν)2 is zero represents Eg, which is determined by extrapolation. 
An increase in Eg with Al doping up to 0.8 wt% is observed. It should be mentioned 
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that both the average transmittance and band gap are found to decrease at higher Al 
doping concentrations. The change ΔEg in Eg with dopant concentration is also listed 
in Table 1. 
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Fig. 7. Variation of transmittance T as a function of Al concentration  

in the wavelength range of 200−800 nm 
for ZnO and ZnO:Al films annealed at 575 °C 
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The dependence of Eg on carrier concentration is analysed considering the 
Burstein Moss (BM) model [22] for the absorption edge shift ΔEBM in an n-type semi-
conductor, which is given by 

 ( )
2

2 / 3BM 2
Δ 3π

2 vc

E N
m∗

= �  (8) 
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where *
vcm  is the reduced effective mass [23] given by 

 
 

1 1 1

vc c vm m m∗ ∗ ∗
= +   (9) 

where cm∗  is the effective mass in the conduction band and vm∗  is the effective mass in 
the valence band. The variation of ΔEg and ΔEBM with n is shown in Fig. 9, from 
which it is seen that the BM shift accounts fairly well for the observed change in the 
band gap. 
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Fig. 9. Absoption edge shift as a function of carrier concentration.  

The solid line shows the calculated ΔEBM, ■ shows the experimental ΔEg  
due to the variation in Al concentration 

4. Conclusions 

Highly conducting and transparent sol-gel derived ZnO:Al films have been depos-
ited by spin coating. It has been found that the c-axis orientation and grain size of the 
films significantly depend on Al concentration. The analysis of the peak intensity 
(texture coefficient) and FWHM of the XRD spectra clearly indicate that at the criti-
cal dopant concentration (0.8 at. % of Al) the film contains a maximum number of 
crystallites oriented along the c-axis and exhibiting a large grain size. Conductivity 
data suggest different conduction mechanisms at high and low temperatures. At high 
temperatures, electrical transport in ZnO:Al films is attributed to the grain boundary 
potential barrier, which is also confirmed from the estimated Debye screening length 
and average grain size (LD < l/2). The observed VRH conduction at low temperatures 
is ascertained from the calculated ratio of the average spacing between donors to the 
effective Bohr radius (2 < r/a* < 5). The change in band gap due to Al doping is ascer-
tained due to BM shift. 
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This work aims at characterizing the phase relations in the CuFe2O4/SiO2 system. Samples were pre-
pared by the sol-gel method. Final heat treatment of the samples was carried out at temperatures in the 
range of 800–1100 °C. Final products were characterized by HR TEM, X-ray diffraction, magnetic meas-
urements, and Mössbauer spectroscopy. HR TEM revealed nanocrystals with sizes of 7–130 nm, depend-
ing on the heat treatment temperature. The spinel structure of CuFe2O4 in the amorphous silica matrix 
proved to be stable up to 1100 °C without decomposition to copper silicate and iron (III) oxide. At the 
same time, the amorphous silica matrix recrystallized to cristobalite at 1100 °C. 

Key words: sol-gel; spinel ferrite; silica matrix; nanocomposite; Mössbauer spectroscopy; transmission 
electron microscopy; magnetic measurements 

1. Introduction 

Nanocomposites have been the subject of many studies in recent years due to the 
new properties they are expected to exhibit [1]. One of the interesting groups consists 
of metal oxide compounds in a silica matrix. These materials can have interesting 
magnetic and magnetooptical properties [2]. One of the ways to prepare nanocom- 
posites with the required properties is the sol-gel method. The advantages of this 
method are better homogeneity of materials and lower temperatures of treatment. In 
the case of nanocomposites in a silica matrix, samples with an arbitrary cation to sil-
ica ratio can be prepared and the particle size can be controlled by the parameters of 
heat treatment. 

_________  
*Corresponding author, e-mail: plocek@ iic.cas.cz 
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This method was, for example, successful in the preparation of a metastable phase 
in the Fe2O3/SiO2 system [3–5]. Studies have revealed that the metastable γ-Fe2O3 
could be present in this nanocomposite up to 800 °C and that the intermediate phase  
ε-Fe2O3 also appears [6]. In the case of ternary oxides with a spinel structure, the 
situation is more complicated due to the possible formation of silicate. The 
MFe2O4/SiO2 system is metastable from the theoretical point of view (M2+ silicates 
are formed). Previous studies have revealed, however, that the spinel phase was 
formed in the silica matrix and that the formation of MFe2O4 nanoparticles strongly 
depends on the type of M2+. Spinel nanocrystals in the silica matrix are stable up to 
1100 °C in the case of M = Co, Ni, and Zn [7, 8] and mainly cadmium silicate and 
iron(III) oxide were found in the final heat treated product in the case of Cd [8]. 

This work presents the preparation of another MFe2O4/SiO2 system (here M = Cu) 
and the characterization of the phase relations in this system. It also concerns the fer-
rite/silica-nanocomposite system prepared by the sol-gel method, which has not yet 
been studied. This work aims to show the suitability of this method for preparing cop-
per ferrite nanoparticles in the silica matrix. CuFe2O4/SiO2 nanocomposites were pre-
pared by the sol-gel method and were heat treated in the temperature range of 
800–1100 °C. The final products were studied by X-ray diffraction, HR TEM, mag-
netic measurements, and Mössbauer spectroscopy. 

2. Experimental 

Sample preparation. Samples were prepared using the conventional sol-gel 
method. Copper and iron nitrates were used as spinel precursors. TEOS, HNO3 as an 
acid catalyst, formamide as a modifier, and methanol as a solvent were employed for 
silica matrix preparation. Fe(NO3)3·9H2O and Cu(NO3)2·3H2O were first dissolved in 
methanol. The Si/Fe molar ratio was 100/20, which corresponds to a SiO2/CuFe2O4 
molar ratio of 100/10 (28.5 wt. % of CuFe2O4). The gelation time was approximately 
18 hours at 45 °C and the samples (pellet shape, 5 mm thick and 15 mm in diameter) 
were left for two days to age. Then they were dried at 40 °C for three days in flowing 
N2-atmosphere. After drying, they were first preheated at 300 °C in vacuum for two 
hours and then heated for four hours at various temperatures (800, 900, 1000, and 
1100 °C) in air. The resulting samples were then characterized using powder X-ray 
diffraction, Mössbauer spectroscopy, HR TEM, and magnetic measurements. 

Experimental techniques. A high-resolution transmission electron microscope 
(Topcon) was used for the direct observation of particle appearance. Particle sizes 
determination was carried out using Scion Images software. X-ray patterns were 
measured at ambient temperature using a Siemens D5000 diffractometer. Mössbauer 
spectra measurements were done in transmission mode with 57Co diffused into a Cr 
matrix as the source moving with constant acceleration. The spectrometer was cali-
brated by means of a standard α-Fe foil and the isomer shift was expressed with re-
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spect to this standard at 300 K. The fitting of spectra was performed with the help of 
the NORMOS program. Magnetic measurements were carried out in a vibrating sam-
ple magnetometer (VSM) at 298 K. 

3. Results 

The samples of CuFe2O4/SiO2 nanocomposites were obtained by the sol-gel 
method. Previous studies indicated that vacuum treatment restrains α-Fe2O3 (hema-
tite) formation and leads to ferrite formation [7]. For this reason, the samples were 
first treated at temperatures up to 300 °C under vacuum and then the final heat treat-
ment at 800–1100 took place. Samples annealed at 800 and 900 °C were amorphous, 
but for those annealed at 1000 °C the crystallization of the silica matrix began. This 
fact was confirmed by X-ray diffraction, where diffraction peaks of cristobalite ap-
peared at 1000 and 1100 °C. All of the CuFe2O4/SiO2 samples heated in the above-
mentioned temperature range were dark brown. 

3.1. X-ray diffraction measurements and HR TEM observations 

All samples were characterized by X-ray diffraction measurements (step 0.1°, time 
50 s/step), and the results are shown in Fig. 1. X-ray diffraction patterns of samples 
 

 
Fig. 1. X-ray diffraction patterns of the CuFe2O4/SiO2 samples 
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heated at 800 °C indicate the presence of amorphous SiO2, manifested by the charac-
teristic very broad diffraction at 20° (2θ). The recrystallization of the silica matrix 
into cristobalite starts at 1000 °C and there is no evidence of an amorphous phase (the 
broad diffraction at 20° is absent) in the sample treated at 1100 °C. The diffraction 
patterns of phases other than SiO2 exhibit broad peaks that become sharper with 
increasing temperature of heat treatment. This corresponds well to the crystal growth. 
These diffractions were found in all the studied samples annealed at the above-
mentioned temperatures and can be well attributed to the ferrite spinel structure. Bulk 
copper ferrite spinel is slightly distorted due to the Jahn-Teller (JT) effect, therefore it 
has a tetragonal symmetry. 

 
Fig. 2. HRTEM of the CuFe2O4/SiO2 sample heated at 1000 °C 

Table 1. Average particle size of the CuFe2O4/SiO2 composite depending on the annealing temperature 

Temperature 800 °C 900 °C 1000 °C 1100 °C 

Particle size (nm) 7±2 9±3 15±3 130±17 

 
Direct particle size observation by means of HR TEM confirms the tendency 

shown by the X-ray diffraction. The mean particle size of the CuFe2O4 in SiO2 nano-
composite heated at 800 °C is 7 nm. Particle size rapidly increases with increasing 
temperature. The sample heated at 1000 °C show a mean particle size of 15 nm 
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(Fig. 2, Table 1) and the mean particle size of the spinel ferrite particles in the sample 
heated at 1100 °C is 127 nm. Particles were very well defined and did not exhibit 
a diffused appearance. 

3.2. Mössbauer spectra 

X-ray diffraction cannot distinguish between CuFe2O4 and γ-Fe2O3 spinel struc-
tures, especially in the case of very small particles, due to very close lattice parame-
ters of both structures. For this reason, the measurements of Mössbauer spectra were 
carried out. Mössbauer spectra also yield information about the site occupation of the 
spinel structure and about the number of non-equivalent iron atoms.  

 
Fig. 3. Room temperature Mössbauer spectra of CuFe2O4/SiO2 samples 

treated at various temperatures in the range of 800–1100 °C,  
compared to bulk CuFe2O4 

Figure 3 represents spectra obtained at room temperature for samples annealed at 
800, 900, 1000, and 1100 °C. The sample treated at 800 °C exhibits a very large  
 

Table 2. Interpretation of the room-temperature Mössbauer spectra  
of the CuFe2O4/SiO2 composite heated at 1100 °C 

Subspectrum 
Isomer shift δ 

(mm/s) 

Quadrupole 
splitting EQ 

(mm/s) 

Hyperfine field 
Bhf 

(T) 

Full line width 
at half height 

(mm/s)  

Relative area 
(%) 

1 0.361±0.001 –0.065±0.004 50.296±0.012 0.416±0.008 15.6±0.318 
2 0.275±0.001 0.014±0.002 47.597±0.012 0.406±0.005 40.0±0.899 
3 0.310±0.002 –0.043±0.003 45.779±0.022 0.455±0.007 26.7±0.859 
4 0.391±0.006 –0.036±0.013 40.881±0.023 0.813±0.022 14.2±0.395 
5 0.225±0.014 0.000±0.825  0.950±0.033 3.4±0.094 
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singlet, which is characteristic of the superparamagnetic state. In the following spectra 
(increasing heat treatment temperature) we can see that this band becomes broader 
and transforms into a sextet, which is well defined for the 1000 °C annealed sample. 
The 1100 °C heat-treated sample shows a Mössbauer spectrum that can be decom-
posed into four sextets and one singlet (Fig. 4). The parameters of this fit are given in 
Table 2. The doublet represents nanoparticles (smaller than the critical size) that are 
still in the superparamagetic state, but a relative area of 3.4 % suggests that almost all 
particles are in the ferromagnetic state. For confirming the CuFe2O4 phase in our 
nanocomposite, we compared the Mössbauer spectrum of pure bulk CuFe2O4 (Figure 
3, top trace) with the other nanocomposites. The sextet of α-Fe2O3 (hematite), which 
is the most stable phase at these conditions, was not found. 

 
Fig. 4. Room temperature Mössbauer spectrum of CuFe2O4/SiO2 samples treated at 1100 °C 

3.3. Magnetic measurements 

Figure 5 shows a plot of the magnetic moment of our nanocomposites as a func-
tion of the applied field (hysteresis curves), measured at room temperature, for all the 
heat treatment temperatures. We can see from this figure that the saturation magneti-
zation values increase as particle size increases with annealing temperature. The val-
ues of saturation magnetization for the prepared samples are listed in Table 3. This 
Table gives both the values related to the entire nanocomposites and to the ones recal-
culated for their pure copper ferrite components. 
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Fig. 5. Magnetic moments of samples heated at 800, 900, 1000, and 1100 °C,  

measured at 298 K. (Magnetic moments of the entire samples including the SiO2 matrix) 

Table 3. The saturation magnetic moments measured at 298 K  
of the CuFe2O4/SiO2 composite heated at 800, 900, 1000, and 1100 °C 

Saturation magnetic moment 
(emu/g)  Temperature of treating 

(°C) 
Composite Pure CuFe2O4 

800 7.9 27.7 
900 9.2 32.3 

1000 11.2 39.4 
1100 13.4 46.9 

4. Discussion 

It can be seen from the powder X-ray diffraction data that the spinel phase of 
CuFe2O4 is formed in the silica matrix and that it is still stable in the sample annealed 
at 1100 °C. The presence of iron (III) oxide phases was not proved. There is a theo-
retical possibility for the presence of γ-Fe2O3, because it has the same spinel structure 
with lattice parameters very close to those of CuFe2O4. The presence of iron oxide, 
however, should be accompanied by copper ferrite decomposition and the probable 
formation of copper silicates. On the other hand, there are no other copper compounds 
present in the XRD patterns, which can be considered to be indirect evidence support-
ing our interpretation. In addition, Mössbauer spectroscopy results clearly show that 
only CuFe2O4 spinel phase is present. Another finding from XRD is that the spinel 
phase in the composite has cubic symmetry, while pure stoichiometric CuFe2O4 is 
reported to be tetragonal due to the JT effect. This could be caused by the fact that the 
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diffractions of the spinel phase are broad and therefore we cannot observe the split-
ting of the diffraction lines due to the JT effect. Nevertheless, there are copper ferrites 
reported to have cubic symmetry, e.g. cuprospinel, which can be found in the mineral 
database of powder diffraction files [9]. It is expected that this mineral has neither the 
stoichiometry of pure copper ferrite nor regular occupation of the cation sites. We 
probably have a similar situation in our nanocomposite, which means that the struc-
ture of our copper ferrite in the silica matrix is not exactly the same same as the struc-
ture of inverse spinel. The occupation of tetrahedral and octahedral sites is rather sta-
tistical, resulting in a cubic symmetry of spinel structure. 

Pure CuFe2O4 is reported to have a saturation magnetization of about 25 emu/g at 
room temperature [10]. The ideal inverse spinel structure of (Fe↓)[Cu↑Fe↑]O4 (paren-
thesis means tetrahedral positions, bracket means octahedral ones) corresponds to the 
saturation magnetic moment of 1 μB. The values of 1.3–2.5 μB, however, have been 
reported in literature [11] corresponding to mixed state of spinel. These various val-
ues of μ  and thus of saturation magnetization are supposed to be due to different cool-
ing rates during spinel preparation. CuFe2O4 is known to have cation vacancies, 
whose amount varies with preparation conditions. This fact must be taken into ac-
count for the detailed interpretation of magnetic measurements. In our case, namely 
the study of the phase relations in the SiO2/CuFe2O4 system, we do not take these 
vacancies into account in the first approach to our interpretation of measurements. 

The calculated value of the saturation magnetization of the pure spinel ferrite phase for 
the 1100 °C heated sample amounts to 46,9 emu/g, which is much higher than the reported 
value for purely inverse spinel [10]. This can be explained by the mixed character of the 
spinel structure; some of the copper atoms are located in tetrahedral sites. The formula of 
our copper ferrite can be written as: (Fe(1–x)Cux)[Fe(1+x)Cu(1–x)]O4. From this formula, we 
can write the equation for the theoretical value of μ  as a function of the stoichiometric 
coefficient x. 

μ = 1 + 8x [μB] 

From our experimental value of MS (46,9 emu/g), we can calculate the experimen-
tal value of 2,01 μB per formula unit, which corresponds to x = 0.13. Therefore, the 
formula of our copper ferrite can be written as (Fe0,87Cu0,13)[Fe1,13Cu0,87]O4. 

The temperature of the Curie point for CuFe2O4 is 728 K [10], but the coercive 
field is very low due to a low value of magnetocrystalline anisotropy of copper ferrite. 
The loops are very compact. Thus, the question whether the corresponding particles in 
the sample are in the superparamagnetic or ferromagnetic state cannot be answered by 
magnetization measurements alone. Mössbauer spectra measurements must also be 
taken into account. From these spectra, we can see that the samples annealed at 800 
and 900 °C (with  corresponding mean particle size of 7 and 9 nm) are superparamag-
netic at room temperature, while the ones annealed at 1000 and 1100 °C (with corre-
sponding mean particle size of 15 and 130 nm, respectively) are predominantly ferri-
magnetic. 
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From HRTEM observations, the sample annealed at 1100 °C contains particles 
with a mean size of 130 nm, which is a very high value compared to other spinel fer-
rites in the silica matrix that were prepared in the past [7, 8]. The characteristic values 
of the particle size for this annealing temperature in the case of Zn, Co, and Ni ferrites 
are about 10–15 nm. They are probably due to higher diffusion of the Cu2+ cation in 
the silica matrix. 

5. Conclusions 

CuFe2O4/SiO2 nanocomposites were prepared by the sol-gel method and investi-
gated using powder X-ray diffraction, HR TEM, magnetic measurements, and 
Mössbauer spectroscopy. The CuFe2O4 spinel phase, which is formed in the studied 
nanocomposite, is stable up to 1100 °C. The presence of Cu2+ cations significantly 
affects the crystallization of the amorphous silica matrix. Crystallization starts at 
1000 °C and leads to a cristobalite phase without any amorphous phase at 1100 °C. 
Magnetic measurements revealed that the spinel structure of copper ferrite has 
a mixed-state character. The calculated saturation magnetic moment is consistent with 
an approximate distribution of Cu and Fe in the tetrahedral and octahedral positions 
corresponding to the formula (Fe0,87Cu0,13)[Fe1,13Cu0,87]O4. 
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of indium phthalocyanine chloride 
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Vacuum evaporated thin films of indium phthalocyanine chloride were prepared at room temperature. 
Post-evaporation annealing was done at 353, 403, 453, and 503 K. The electrical conductivities and 
optical absorption spectra of these films were studied. From the optical absorption spectra over a wave-
length range of 200–900 nm, the optical energy band gap Eg was calculated. A decrease in Eg is observed 
with increasing annealing temperature. The thermal activation energy Ea is not notably affected by an-
nealing. It is found that Ea varies with changing thickness of the film.  

Key words: phthalocyanine; activation energy; optical band gap; annealing 

1. Introduction 

In the field of organic dyes and pigments, the materials considered to be most im-
portant are the phthalocyanines (Pcs). These materials are generally p-type semicon-
ductors and have the advantage of being sufficiently stable towards chemical and 
thermal treatment. They can easily be vacuum deposited, resulting in high purity thin 
films without decomposition. Phthalocyanines are of interest in the fabrication of 
electronic molecular devices such as opto-electronic devices [1], gas sensors [2, 3], 
static induction transistors [4–6], and photoreceptor devices in laser beam printers and 
photocopiers [7]. Electrical, optical, and structural properties of phthalocyanine thin 
films are dependent on various parameters, such as evaporation rate, substrate tem-
perature, and post-deposition annealing [8, 9]. Among various phthalocyanines, in-
dium phthalocyanine chloride (InPcCl) has received considerably less attention. In the 
present study, we report on the electrical and optical properties of as-deposited and 
annealed InPcCl thin films. 

_________  
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2. Experimental 

Indium phthalocyanine chloride, procured from Aldrich Chemicals (USA), was 
purified by the train-sublimation technique using nitrogen gas as the carrier [10] and 
was used as the source material for thermal evaporation. Thin films of InPcCl were 
prepared on a glass substrate using a Hind Hivac 12A4 evaporation plant. Glass slides 
with dimensions of 7.5×2.5×1.3 mm3 were used as substrates. Evaporation of the ma-
terial was done at a base pressure of 10–5 Torr using a molybdenum boat. The deposi-
tion rate was controlled at 10–13 nm per minute. Surface samples 2 mm in breadth 
were used for the study. InPcCl thin films 230±5 nm thick were annealed in air for 1 h 
at 353, 403, 453, and 503 K in a furnace with a temperature controlled by a controller 
with recorder. Vacuum deposited silver, with an inter-electrode distance of 1 cm, was 
used for the contact electrodes. Electrical conductivity measurements were performed 
using a programmable Keithley electrometer model No. 617, in the temperature range 
of 303–548 K. To avoid any possible contamination, measurements were performed 
in vacuum at 10–3 Torr. Since phthalocyanines are photosensitive [11], the measure-
ments were done in darkness. The thickness of the films was measured using 
Tolansky’s multiple beam interference technique [12]. The absorption spectra of 
InPcCl thin films were recorded using a Shimadzu 160A spectrophotometer.  

3. Results and discussion 

3.1. Electrical conductivity studies 

The electrical conductivity σ can be expressed as: 

 0 exp aE

kT
σ σ ⎛ ⎞= −⎜ ⎟

⎝ ⎠
  (1)  

where σ is the conductivity at temperature T, Ea is the thermal activation energy, k is 
the Boltzmann constant, and σ0 is a pre-exponential factor. A plot of lnσ vs. (1000/T) 
yields a straight line, whose slope can be used to determine the thermal activation 
energy of the film. Figure 1 gives the plot of ln σ vs. (1000/T) for InPcCl thin films 
with thicknesses of 880, 595, 304, and 196 nm. There are three linear regions for each 
graph, corresponding to three activation energies, E1, E2, and E3. Three activation 
energies for thin films of NiPc, Eu(Pc)2, and H2Pc have already been reported  
[13–15]. The thermal activation energy E1 is associated with an intrinsic generation 
process, i.e. the resonant energy involved with a short-lived excited state. E2 and E3 
are associated with impurity conduction, i.e. short-lived charge transfer forms be-
tween the impurity molecule and the host in which the supply of energy detaches the 
electron from the phthalocyanine complex [16].  
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Fig. 1. Plot of lnσ vs. (1000/T) for InPcCl thin films  
of various thicknesses deposited at room temperature 

In some cases, however, impurities can be traps as well. A change in the slope, and 
hence the activation energy, is interpreted as a change from extrinsic to intrinsic con-
duction [17], which adds support for the present result. The activation energies E1, E2, 
and E3 are collected in Table 1. The calculated error in the determination of activation 
energy is ±0.01eV. It is seen that as thickness increases, the activation energy E1 de-
creases. This lowering of activation energy is probably influenced by the structure of 
the film and therefore by the distribution of electronic tail states. A similar behaviour 
has been reported for Eu(Pc)2 and H2Pc thin films [14, 15].  

Table1. Activation energy of InPcCl thin films  
of various thicknesses deposited at room temperature 

Activation energy (eV) 
Thickness 

E1 E2 E3 

880 nm 0.73 0.44 0.05 
595 nm 0.82 0.51 0.05 
304 nm 0.92 0.49 0.06 
196 nm 0.99 0.59 0.07 

 
Figure 2 shows the plot of ln σ  vs. (1000/T) for InPcCl thin films annealed at 353, 

403, 453, and 503 K. For each sample there are three activation energies, E1, E2, and 
E3. The three activation energies for InPcCl thin films annealed at 353, 403, 453, and 
503 K are determined and collected in Table 2. It is seen that the intrinsic activation 
energy E1 increases with increasing annealing temperature. This can be attributed to 
better film ordering due to annealing. A similar behaviour of activation energy has 
been observed for NiPc, MgPc, and CoPc thin films [13, 18, 19]. Variation in the  
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Fig. 2. Plot of lnσ  vs. (1000/T) for InPcCl thin films 

 annealed in air at various temperatures 

Table 2. Activation energy of InPcCl (of thickness 230±5 nm) 
thin films annealed at various temperatures 

Activation energy (eV) Annealing 
 temperature E1 E2 E3 

353 K 0.76 0.45 0.04 
403 K 0.79 0.42 0.05 
453 K 0.79  0.46 0.06 
 503 K 0.81 0.46 0.06 

 
extrinsic activation energies of InPcCl thin films during annealing can be attributed to 
the distribution of trap levels [20]. 

3.2. Optical studies 

The UV visible spectrum observed for phthalocyanines originates from the mo-
lecular orbitals within the aromatic 18π electron system and from overlapping orbitals 
on the central metal atom [21]. The direct electronic transition from π to π* orbitals in 
the 300–450 nm range results in an intense band called the Soret band (B-band). The 
absorption edge of this peak can be related to fundamental absorption from which the 
energy band gap is obtained [22]. The fundamental absorption edge is analysed within 
the one electron theory of Bardeen et al. [23], and the absorption coefficient α is cal-
culated from the spectra shown in Fig. 3. The coefficient α is related to the photon 
energy hν by the relation  



Thin films of indium phthalocyanine chloride 

 

711 

 

 α = α0(hν – Eg)
1/2  (2)  

for direct allowed transitions, Eg being the optical band gap and α0 a constant.  

 
Fig. 3. Optical absorption spectra of InPcCl thin films:  

as-deposited and annealed in air at various temperatures 

 
Fig. 4. Plot of α2 vs. hν for InPcCl thin films:  

as-deposited and annealed in air at different temperatures 

Plots of α2 vs. hν near the absorption edge for as-deposited InPcCl thin films and 
films annealed in air at 353, 403, 453, and 503 K are shown in Fig. 4. A satisfactory 
straight line fit is obtained for α2 as a function of hν, showing the existence of a direct 
gap. Extrapolation of the straight-line graphs to α2 = 0 gives the value of optical band 
gap. The band gaps obtained for InPcCl are given in Table 3. Any crystal phase  
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Table 3. Optical band gap of InPcCl as-deposited thin film  
and films annealed at different temperatures 

Annealing temperature  Optical band gap Eg (eV) 

353 K 3.10  
403 K 3.08  
453 K 3.07  
503 K 3.05 
As-deposited 3.11 

 
change would affect the gap between the conduction band and valence bands in 
phthalocyanines, because the orbital overlap between parallel pairs of molecules will 
be affected [24]. The notable change in the optical band gap Eg for the film annealed 
at 503 K can be attributed to this. 

4. Conclusions 

The annealing of InPcCl thin film alters the activation energy for electrical con-
duction and the optical band gap. Also, by careful monitoring thickness during depo-
sition, films having a desired activation energy can be made, which can help optimise 
properties of molecular electronic devices fabricated using InPcCl thin films. 
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Study of copper sulfide layers on a polyamide film 
formed by the use of higher polythionic acids 
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CuxS layers on polyamide obtained by a sorption-diffusion method have been studied. These layers 
are formed when ions of higher polythionates and sulfur sorbed into polyamide react with a solution of 
Cu(I–II) salt. By potentiometric studies it has been determined that x varies in the interval 1< x < 2 in 
electrically conductive or semiconductive copper sulfide layers. The composition of the CuxS layer 
changes more significantly during the first 30 days in the direction of x decreasing. X-ray diffraction 
studies of the CuxS layers revealed six phases: with x = 2 (chalcocite), x = 1.9375 (djurleite), x = 1.75 
(anilite), x = 1.12 (yarrowite), x = 1.06 (talnakhite), and x = 1 (covellite). The phase composition of the 
CuxS layer depends on the period of keeping in Cu(I–II) salt solution and on the sulfur concentration in 
the polyamide. 

Key words: polyamide; polythionic acid; sulfurisation; layer of copper sulfide 

1. Introduction 

Semiconductive and electrically conductive composites have been widely studied 
and used in various fields of modern technology. Polyamides (PAs) with layers of 
copper sulfides belong to this group of composites. These modified polymers may be 
used as conductive substrates for the deposition of metal [1–3], as semiconductors [1, 
4], gas sensors functioning at temperatures tending to room temperature [5, 6], as 
polarizers of infrared radiation [7] or solar absorber coatings [8].  

Copper sulfide films are formed mainly in two ways: by treating a polymer con-
taining an absorbed sulfurisation agent with a solution of a metal salt or by the sulfu-
risation of metal compounds absorbed in a polymer. Various solutions can serve as 
agents for the sulfurisation of polymers, e.g. sodium polysulfide (Na2Sn, n = 4.8) 
aqueous solutions [9], polythionic acid (H2SnO6, n = 9–45) aqueous solutions [10]. 
Hydrophobic polymers adsorb elemental sulfur from Na2Sn [11] or H2SnO6 [10] solu-
_________  
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tions. Hydrophilic and semi-hydrophilic polymers, including PA are capable of ab-
sorbing ions of various electrolytes from aqueous solutions [12]. Therefore, PA ab-
sorbs polysulfide ions from sodium polysulfide solution [13] and polythionate ions 
from polythionic acid solution [14]. Unfortunately, a solution of polysulfide is highly 
alkaline at high concentrations (about 2 mol/dm3), therefore this agent is suitable only 
for the sulfurisation of alkali–resistant polymers. 

In this study, layers of copper sulfide on PA were obtained by the sorption 
−diffusion method developed by us [15], using 2 mmol/dm3 solutions of polythionic 
acids. Copper sulfide layers on PA are formed via heterogeneous chemical reactions 
[16]:  

 2
6S On
− + 2Cu+ + 2H2O → Cu2S + (n − 3)S + 2H2SO4 (1) 

 2xCu+ + 1/8S8 → CuxS + xCu2+ (2) 

Molecules of elemental sulfur in PA are formed [14] as a result of the known de-
composition [17] of higher polythionic acids: 

 H2SnO6 → H2Sn−xO6 + xS (3) 

The rate of decomposition at elevated temperatures is significantly higher than at 
room temperature. 

In the first stage of the process, the ions of higher polythionates diffuse into PA 
when it is kept in a solution of higher polythionic acid (H2SnO6, n = 9–45) [14, 16]. In 
the second stage, sulfurised PA is treated with a solution of Cu(II) sulfate containing 
hydroquinone as the reducing agent [15, 16]. 

The usefulness of composites obtained by modifying polymers with layers of cop-
per sulfide is determined by their electrical properties, which vary significantly even 
when the chemical composition is only slightly changed [9, 18]. The electrical resis-
tance itself increases over 6 times when the value of x in CuxS is increased from 1 to 2 
[19]. Therefore, electrical measurements enable preliminary information about the 
composition of the layer to be obtained. The composition can be more precisely de-
termined by X-ray diffraction studies. 

The aim of the present work was to study the phase composition of copper sulfide 
in PA formed by the sorption-diffusion method, using highly sulfurised H2SnO6  
(n = 21–33), on the basis of potentiometric measurements and X-ray diffraction analysis. 

2. Experimental 

The layers of copper sulfide were deposited on a PA PK-4 (specification TY 6-05 
-1775-76) film 70 μm thick. Samples 15×70 mm2 in size were used. The samples were 
boiled before sulfurisation in distilled water for 2 h in order to remove the remainder 
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of the monomer. Then they were dried using filter paper and subsequently over CaCl2 
for 24 h [14]. 

PA samples were exposed to a solution of polythionic acid. The average number 
of sulfur atoms n in a molecule of H2SnO6 was established by the methods described 
in Ref. [20]. PA was treated in a thermostatic vessel, using a continually stirred 
H2SnO6 solution. Polythionate ions, –O3S– 2

3S SOn
− −− , i.e. the anionic particles contain-

ing the chains of divalent sulfur atoms [21], were incorporated into PA. Then the 
samples were removed, rinsed with distilled water, dried over CaCl2, analyzed, and 
then used in further experiments. 

Samples of sulfurised PA were treated with the solution of a mixture of univalent 
and divalent copper salts (Cu(I–II) salt, containing 0.34 mol/dm3 of Cu(II) salt and 
0.06 mol/dm3 of Cu(I) salt) prepared from crystalline CuSO4⋅5H2O and  hydroquinone 
[16, 22]. Then they were rinsed with distilled water and dried over CaCl2. The amount 
of sulfur in PA samples was determined by the amount of iodine used for the com-
plete oxidation of polythionates diffused into PA [23]. The amount of copper in PA 
samples was determined by AAS [24]. 

The electrode potentials of PA films with CuxS layers were measured in the acidic 
solution of cupric sulfate by a universal EB-74 ionometer. 

The phase composition of copper sulfide layers was investigated by X-ray diffrac-
tion using a DRON-6 diffractometer (CuKα radiation). X-ray diffractograms of PA 
samples with layers of CuxS were analysed using the programs “Search Match”, 
“ConvX”, “Xfit”, and “Microsoft Excel” to eliminate the maxima of PA. 

3. Results and discussion 

In our previous study [16], we found that the physical properties of PA films with 
deposited layers of CuxS, for instance their electrical conductivity, are determined by 
the concentration of sorbed sulfur in PA and by the treatment conditions of sulfurised 
PA in the solution of Cu(I–II) salt. CuxS is a p-type semiconductor, having hole con-
ductivity. The most conductive sulfide layer is the one with the composition close to 
CuS [25]. CuS is distinguished among the binary (1:1) metal sulfides due to its mixed-
valency and unique structure, which contains both monosulfides and disulfides. In 
CuS, the formal charge [26] of Cu is +1 and the average charge of S is –1. The Cu2+ 
ion is a relatively strong oxidizer, capable of oxidizing sulfide to a disulfide ion. Dur-
ing this process, the one missing d-electron (hole) of the d9 configuration is trans-
ferred to the sulfur. Therefore, Cu is essentially monovalent in copper sulfides. In 
CuS, the electron deficiency (holes) in S is partially relieved by the formation of S–S 
bonds (for two-thirds of the S atoms) and partially delocalized through the p-band of 
S, which gives a formalism of (Cu+)3(S2

2–)(S–) or (Cu+)3(S2
–)(S2–). Thus, CuS exhibits 

an ideal metallic behaviour [27]. 
We have established [16] that at lower sorbed sulfur concentrations in PA, thin 

copper sulfide layers of low electrical conductance are formed. When the sulfur con-
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centration is sufficient and the period of interaction with copper salt is rather short, 
more conductive layers are obtained, since their composition (according to the data of 
chemical analysis) differs significantly from that of Cu2S. After keeping such sul-
furised films in a solution of copper salt for a long time, copper ions diffusing into the 
sulfide layer change not only its thickness, but also its stoichiometric composition 
[16]. Simultaneously, these ions fill the vacancies in the copper lattice and increase 
the x value. The composition of layers approaches that of Cu2S, and its conductivity 
decreases. Thus, having measured resistance, one can determine the surface layer 
composition. The approximate composition of copper sulfide layers can be estimated 
according to their electrode potentials. The aqueous electrochemical method is ideal 
for studying phase equilibria of binary sulfides, since stable and metastable assemblies can 
be differentiated and phase fields accurately delineated [28]. It is known [28] that the com-
position of copper sulfides can be estimated according to their electrode potentials in acidic 
CuSO4 solution when the following reversible reaction takes place [29]: 

 CuxS ↔ Cux–yS + yCu2+ + 2ye (4) 

It has been pointed out that the potentials are practically independent of the com-
position of the electrolyte. The electrode potential was measured in the electrochemi-
cal cell Cu|aq. CuSO4 + H2SO4|CuxS [28]. 

When the value of x in copper sulfides increases, the electrode potential against cop-
per over the temperature range of 0–105 °C decreases from 280 mV to 0 mV. The 
potential for low chalcocite was 0–125 mV, djurleite – 125–145 mV, anilite – 145–165 
mV, covellite – 165–280 mV, sulfur – ≥280 mV [28]. The results of experiments [16, 
30] show that the sulfide layer composition continued to change after 30 days follow-
ing its formation. 

Copper and sulfur form five solid phases stable at room temperature, two of which 
are stoichiometric, i.e. CuS (covellite) and Cu2S (chalcocite), while the remaining 
three are non-stoichiometric: Cu1.75S (anilite), Cu1.8S (digenite) and Cu1.95S (djurleite). 
Copper and sulfur form also a number of mixed phases [31]. At 27 °C, the stable 
phases are CuS, Cu1.75S, Cu1.95S and Cu2S [32]. In the present study, all the measured 
potential values were less than 280 mV and greater than 0 mV. Consequently, by de-
positing the sulfide layers using the method of the sorption-diffusion, copper sulfide 
(CuxS) layers with x varying in the interval 1< x < 2 were obtained. 

The potentials of CuxS layers on PA were measured 1 hour and 1, 10, 30, and 60 
days after its formation. The results obtained show that the potentials of these layers 
are higher when PA is sulfurised in a solution of polythionic acid H2SnO6 with 
a higher value of n for a longer time [14, 16] and at higher temperatures. Under these 
conditions, the polymer structure [30] undergoes the most intensive amorphization, 
resulting in more favorable conditions for the diffusion of sulfur compounds. In our 
opinion, there is a possibility of chemisorption of polythionic acids. In aquatic, neu-
tral, and slightly acidic medium, polycaproamide functional groups (–COOH and  
–NH2) are ionized, i.e. contain protonated amino ( +

3NH− ) and carboxylic (–COO−) 
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groups [33]. A variety of new effects become important insofar as the interactions of 
inorganic sorbates with PA are concerned, i.e. electrostatic interaction of Sn–2(SO3)

2– 
with the sorbent and exchange reactions of these ions with ligands previously bound 
to the polymer surface or their ionized functional groups. 

Ionic strength of the solution and ionic competition also affect the sorption to 
charged sorbent groups, especially if inorganic ions compete for binding sites. The 
most probable mechanism for the other interaction involves chemical bonding of the 
charged sorbate ions Sn–2(SO3)

2– to the surface or to some functional groups of the 
solid phase. A surface reaction forms other sorbed species, different from inorganic 
ions dissolved in the proximity of the surface. A special role must also be attributed to 
the interaction of copper ions (Cu2+, Cu+) with the sorbed products. Sulfur, either as 
a free chalcogenide ion, or covalently bound to the amido group of PA, behaves as 
a very effective Lewis base towards many transition metals, e.g. iron, copper, zinc and 
molybdenum [34]. Potentiometer readings showed a decrease in the molar ratio Cu:S; 
i.e. the composition of CuxS changes in the direction of decreasing x with the increase 
of cs in the polymer sulfide layer. 

The results of our research show that copper ions only slightly diffuse into boiled 
PA. After 30 min of treatment in a solution of copper salt, the mass of non-sulfurised 
PA increases by 1−3%. X−ray structural tests of PA show [30] that the acidic medium 
as well as PA interaction with 2

6S On
− ions drastically changes the crystal structure of 

PA. Favorable conditions for the fast and easy diffusion of copper ions into PA are 
formed. This is proved by Cu:S molar ratios (Table 1) calculated after having kept the 
PA sample in H2SnO6 and copper salt solutions. In our opinion, the molar ratios of the 
amounts of copper and sulfur in PA at the beginning were twice higher due to the 
adsorption of copper compounds onto the surface of the formed layer. The longer PA 
is kept in H2SnO6 solutions the more the structure of PA changes and more 2

6S On
−  

ions diffuse, and, consequently, diffusion of copper ions through the sulfide layer is 
obstructed to a greater extent.  

Table 1. Molar ratios of Cu/S in layers of copper sulfide*  

Duration of 
treatment** 

(min) 
4 6 10 15 20 30 60 

Cu:S 2.62 2.10 2.10 1.59 1.71 1.46 1.18 

*The duration of treatment with the solution of Cu(I–II) salt was 15 min 
**With the solution of H2S21O6

 

The change in potential with time shows that the composition of the CuxS layer 
changes in the direction of decreasing x. This change is particularly noticeable during 
the first 30 days, when the surface potentials grow on average by 15 mV. The measure-
ments of the potential after 1, 2, and 3 months show that it does not change (Fig. 1). 



V. JANICKIS et al. 720 

 
Fig. 1. The time dependences of the electrode potential of copper sulfide layers 

formed on PA. PA was treated with H2SnO6 solution  
at 50 °C for 30 min. The average number of sulfur atoms  

in H2SnO6 molecules, n: 1 − 33; 2 − 23 

In this case, changes in the composition of the CuxS layer are caused by factors 
other than changes in the structure of PA. A small potential of the surface of CuxS 
layer in 1 hour after its formation shows that the composition of layers aproaches 
Cu1.75S. These high values of x can be attributed to the agility of copper ions, slow 
stirring of copper salt solution, swelling of PA in highly sulfurised H2SnO6 solutions, 
and to its more activated surface. In the course of time, however, due to the interac-
tion of the copper sulfide layer with unreacted elemental sulfur and polythionate ions 
remaining in the polymer, the phase composition of the outer layer changes; x de-
creases and the potential increases. The following solid-phase reactions proceed: 

 (x – y)CuxS + yS → xCux – yS (5) 

 (x – y)CuxS + 2
6S Ony − → xCux – yS + 2

1 6S Ony −
−  (6) 

The stoichiometric composition of CuxS layers changes more significantly during 
the first 30 days (Fig. 1). Several phases of copper sulfides are metastable. Conse-
quently, solid-state transformations take place: the metastable forms of copper sul-
fides may convert to the thermodynamically more stable ones. For example, after 
a few hours, the high digenite (Cu1.805S) inexorably began to convert into the low di-
genite (Cu1.765S), which, in turn, converts to anilite (Cu1.750S) [28]. At 41 °C, anilite 
decomposes into CuS and low digenite, whereas low digenite transforms into high 
digenite around 82 °C [32]. 

The potential of the CuxS layer on PA depends on the time PA is kept in H2SnO6 so-
lution (Fig. 2). Up to 60 minutes in H2SnO6 (n = 33) solution results in the prevalence of 
CuS with an average phase composition of Cu1.75S. An interval of 60−120 min shows 
a marked increase in the potential, and the layer phase composition approaches CuS 
and remains almost stable.The Cu:S molar ratio, however, changes only by 0.03 after 
60−120 min. Thus, after 2 hours the destruction of PA is high and the sulfide layer is 
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uniform enough not to obstruct the diffusion flow. This results in a CuxS layer pos-
sessing fewer copper-containing phases. Measurements of the potential after 30 days 
show that they changed more for PA soaked in H2SnO6 solution for a shorter time 
(Fig. 2, curves 2 and 4). The potentials of PA soaked for longer times changed insig-
nificantly. This proves that diffusion processes are faster in PA with a more destruc-
ted crystalline structure, due to a slighter blocking effect of the sulfide layer.  

 
Fig. 2. The dependence of the electrode potential of copper sulfide layers 

formed on PA on the duration of treatment with a solution  
of H2SnO6 at 50 °C. The average number of sulfur atoms 

in H2SnO6 molecules, n: 1, 2 − 21; 3, 4 − 33. The electrode potentials  
were measured after: 1, 3 − 1 h; 2, 4 − 30 days 

The potential of a CuxS layer on PA kept in H2SnO6 for a shorter time changes in 
a different manner (Fig. 3). 

 
Fig. 3. The dependence of the electrode potential of copper sulfide layers 

formed on PA on the sulfur concentration in the polymer.  
PA samples were treated with the solution of H2S21O6 at 50 °C.  

The duration of treatment with a solution of Cu (I–II) salt was 15 min 
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During the first 8 minutes, there is a sudden drop in the potential, followed by the 
stabilization of a phase for about 20 min. After this, the potential of the CuxS layer 
starts to slowly increase. This indicates that the CuxS layer is immediately formed on 
the polymer surface, its uniformity being higher if PA structure is less destroyed. 
Further changes in potential are related to changes in the phase composition, due to 
slow diffusion of copper ions through the sulfide layer as well as by its reaction with 
sulfur compounds in the deeper layers of a polymer. 

While changing the interaction time of PA with copper salt solution, the potential 
of CuxS layers changes as well (Fig. 4). It can be noted that a sulfide layer with a pre-
dominant phase close to CuS forms on the polymer surface during the first 5 minutes 
of interaction with copper salt solution. It has not yet “blocked” the movement of the 
diffusion stream, therefore it takes 5 minutes of interaction for the uniformity of the 
layer to start growing and the value of x to reach ~1.75. After 12−15 minutes, a suffi-
ciently compact layer is formed, significantly slowing copper ion diffusion into the 
bulk of the polymer, and the phase with  x = 1.75–1.95 becomes predominant. 

 
Fig. 4. The dependence of the electrode potential of copper sulfide layers 
formed on PA on the duration of treatment with a solution of Cu(I–II) salt 
at 78 °C. PA samples were treated with a solution of H2S21O6 at of 50 °C.  

The concentration of sulfur in PA was 70.0 mg/cm3 

An increase of the temperature of H2SnO6 solution influences the composition of 
CuxS layers slightly more at temperatures above 40 °C (Fig. 5); it does not depend 
significantly, however, on the number of sulfur atoms n in H2SnO6 molecule. 

Potentiometric tests of CuxS layers allow only a relative determination of the 
phase composition of the layer formed on the polymer surface. The value of potential 
highly depends on the number of copper ions absorbed in PA and on the degree of the 
polymer swelling resulting from a non-uniform sulfide layer. According to the data in 
[32], the potential of the Cu2 – xS electrode in a solution of cupric salts is nearly always 
more positive than the potential of the Cu electrode under the same conditions, and 
the placement of both electrodes in the same cell containing Cu2+ ions should give the 
following reactions: 
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 Cu(s) + Cu2+(aq) → 2Cu+ (7) 

 Cu2 – xS(s) + 2yCu+ → Cu2 – x + yS(s) + yCu2+(aq) (8) 

The sulfide electrode should, hence, be continuously reduced and change its com-
position during an experiment. Therefore, X-ray phase tests were applied to specify 
the data on the phase composition of the sulfide layer. 

 
Fig. 5. The dependence of the electrode potential of copper sulfide layers 

formed on PA on the temperature of the H2SnO6 solution. 
 The average number of sulfur atoms in H2SnO6 molecules, n: 1 − 21; 2 − 27 

The phase composition of the deposited film was established by comparing its  
X-ray images with those of known minerals [35–37]. The chemical composition and 
crystal structure of the majority of CuxS minerals, such as chalcocite (Cu2S), djurleite 
(Cu1.95S), yarrowite (Cu1.12S), and covellite (CuS) were investigated [38]. The crystal 
structure of CuxS depends on the chemical composition and conditions of synthesis. The 
composition of CuxS deposited by chemical methods has been scarcely investigated. 

Structural studies of Cu2S layers deposited by sorption-diffusion methods are lim-
ited by the polycrystallinity of the layers obtained, by the existence of CuxS phases 
with various compositions and structures, and by the crystallinity of the PA film itself. 
The intensities of its maximum at θ < 130° exceeds the intensity of copper sulfide 
maximum a few times. Therefore, the region of 2θ ≥ 26.0° was investigated in detail. 

When keeping PA samples with the sorptive polythionate anions for different pe-
riods of time in copper salt solution at 78 °C, CuxS layers of different compositions 
we obtained. X-ray diffractograms of the layers showed the peaks of not one but vari-
ous copper sulfide phases (Figs. 6 and 7). 

The monoclinic djurleite (Cu1.9375S) prevails (peaks at 2θ = 33.96, 35.30, 37.30, 
38.41, 40.57, and 48.02°) in the composition of sulfide films on PA, initially sul-
furised for 4 min (Fig. 6, curve 1) in H2S21O6 solution at 50 °C (the time of the sul-
furised PA treatment with Cu(I–II) salt solution was 15 min, the temperature of the 
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Cu(I–II) salt solution was 78 °C). Phases of orthorhombic anilite (Cu1.75S) (peaks at 
2θ = 36.30 and 46.02°) and chalcocite (Cu2S) (peak at 2θ = 49.01°) are also present in 
the layers. When the time of treatment in the polythionic acid solution is prolonged to 
10 min, changes in film composition occur: the intensity increases for the peaks at 2θ 
= 38.41, 40.57, and 48.02° of monoclinic djurleite and for the peak of orthorhombic 
anilite at 2θ = 46.02°. A new phase in the composition of the sulfide film on PA – a 
phase of hexagonal yarrowite (Cu1.12S, peaks at 2θ = 43.51 and 47.12°) also appears. 
As soon as after 15 minutes of PA treatment in a solution of H2S21O6, the orthorhom-
bic anilite phase peaks at 2θ = 34.73, 36.30, 42.61, 46.02, 49.59, 50.17, and 50.72° 
predominate in the composition of sulfide layers (Fig. 6, curve 3). 

 
Fig. 6. X-ray diffraction patterns of layers of CuxS on PA (peaks of: D – djurleite, A – anilite,  

Ch – chalcocite, Y – yarrowite, C – covellite). PA was initially treated with a solution of H2S21O6  
at 50 °C for different times (τs, min) and subsequently with a Cu(I–II) salt solution for 15 min.  

The concentration of sulfur in the polymer cs [mg/cm3]: 1 − 2.5 (τs = 4); 2 − 21.3 (τs = 10);  
3 − 28.4 (τs = 15); 4 − 40.0 (τs = 30); 5 − 70.0 (τs = 60) 

After 30 minutes of initial PA sulfurisation, new peaks at 2θ = 31.10, 50.64, 
54.15, and 60.06° for hexagonal yarrowite (Fig. 6, curve 4) and peaks at 2θ = 32.82, 
44.82, and 47.47° for hexagonal covellite (CuS) appear in the diffractograms. When 
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the time of treatment in H2S21O6 solution is further prolonged, the hexagonal yarrowite 
and orthorhombic anilite phases become dominating in the sulfide layers on PA. 

 
Fig. 7. X-ray diffraction patterns of layers of CuxS on PA (peak of: T – talnakhite, Y – yarrowite, 

A – anilite). The sulfur concentration in PA was 70.0 mg/cm3. The period of treatment with  
a Cu(I–II) salt solution at 78 °C: 1 – 1 min; 2 – 3 min; 3 – 5 min; 4 – 10 min; 5 – 20 min 

X-ray diffractograms of PA sulfurised under the same conditions (H2S21O6, 50 °C, 
sulfur concentration in PA cs = 70 mg/cm3) and treated for various periods of time in 
the solution of Cu(I–II) salt at 78 °C are presented in Fig. 7. After 1-min treatment, 
peaks at 2θ = 38.4 and 47.7°, due to hexagonal yarrowite, and a negligible peak at 2θ 
= 40.6°, due to cubic talnakhite (Cu1.06S), are noticeable (Fig. 7, curve 1). When the 
treatment time in the Cu(I–II) salt solution is prolonged (3 and 5 min), the intensities 
of the peaks of yarrowite increase and new peaks of orthorhombic anilite at 2θ = 29.1, 
32.1, and 46.3° appear in the patterns (Fig. 7, curves 2 and 3). On further prolongation 
of the time of sulfurised PA treatment in Cu(I–II) salt solution (10 and 20 min), the 
intensities of the anilite peaks increase and those of the yarrowite peaks decrease (Fig. 
7, curves 4 and 5). Consequently, when the concentration of sulfur in PA is the same 
and treatment time in Cu(I–II) salt solution is prolonged, the phase composition of the 
layer obtained becomes uniform. After 20 minutes, the anilite phase remains the 
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dominating phase in the sulfide layer. Hence, in the course of sulfurised PA treatment 
in Cu(I–II) salt solution, the phase composition of CuxS films changes in the direction 
of increasing x. 

4. Conclusions 

CuxS layers on polyamide (PA), obtained by the sorption-diffusion method using 
highly sulfured polythionic acids (H2SnO6, n = 21–33) were studied. These layers are 
formed when ions of higher polythionates and sulfur sorb into polyamide and react 
with a solution of copper (I–II) salt. The approximate composition of copper sulfide 
layers on PA was determined on the basis of potentiometric measurements and X-ray 
diffraction analysis. It was determined by potentiometric studies that the value of x in 
the composition of copper sulfide layers varies in the interval 1 < x < 2. The potential 
of copper sulfide layers increases with increasing sulfur concentration diffused into 
the polymer. Due to the interaction of the copper sulfide layer formed with unreacted 
elemental sulfur remaining in the polymer, the phase composition of the outer layer 
changes; the value of x decreases, resulting in an increase in the potential of the CuxS 
layer. The composition of CuxS layers changes more significantly during the first 30 
days in the direction of decreasing x. By the X-ray diffraction studies it was deter-
mined that the CuxS layers obtained are composed of six phases, comprising 
monoclinic djurleite (Cu1.9375S), orthorhombic anilite (Cu1.75S), chalcocite (Cu2S), 
cubic talnakhite (Cu1.06S), hexagonal yarrowite (Cu1.12S), and hexagonal covellite 
(CuS). The ratio between the concentrations of these phases depends on the duration 
of polyamide sulfurisation in a solution of polythionic acid and on the time of sul-
furised polymer treatment with the copper (I–II) salt solution. Djurleite prevails in the 
composition of CuxS film if PA is sulfurised shortly (a few minutes) in a solution of 
H2SnO6. When the duration of sulfurisation is prolonged, the maxima of djurleite 
slightly decrease and the maxima of anilite increase. On further prolongation, the 
phases of anilite and yarrowite become dominating. When polyamide sulfurised under 
the same conditions is shortly treated (few minutes) in a solution of copper(I–II) salt, 
the yarrowite, talnakhite, and anilite phases are detected. If treatment in the Cu(I–II) 
salt solution is prolonged, the formation of a sulfide phase containing more copper, 
namely anilite, is observed. Thus, in the course of sulfurised polyamide treatment 
with the solution of Cu(I–II) salt, the phase composition of CuxS film changes and x 
increases. 
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Structure and magnetic behaviour of mononuclear  
and dinuclear Cu(II)/Zn(II) monocarboxylate-pyridine 

derivatives studied by crystal engineering 
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Metal organic frameworks such as copper(II) monocarboxylate (formate and benzoate) pyridine de-
rivatives and zinc(II) monocarboxylate (p-phenyl benzoate and benzoate) pyridine derivatives have been 
prepared. The complexes were synthesized at room temperature using pyridine or p-phenyl pyridine to 
grow single crystals, which were subsequently analyzed using single-crystal X-ray analysis. These struc-
tures are formed by hydrogen bonding and self-assembly by the π-stacking of mononuclear units. The 
magnetic susceptibilities of the copper(II) complexes obeyed the Curie–Weiss law over the range of  
2–300 K. The Weiss constants θ indicated the existence of small antiferromagnetic interactions arising 
from the hydrogen bonding. 

Key words: mononuclear metal complex; single-crystal X-ray analysis; antiferromagnetic interaction 

1. Introduction 

For many years metal organic frameworks were unknown and attempts were made 
to prepare them by using a variety of combinations of metal ions and organic ligands. 
In recent years, however, numerous significant advances in the design concepts of 
metal organic frameworks have been reported. 

The transition metal carboxylates species are interesting due to their capabilities 
for gas storage, ion exchange, catalytic activity, etc. The syntheses and structures of 
transition metal carboxylates are also critically important for their properties and ap-
plications. Previously, we have reported that dinuclear copper(II) dicarboxylates [1], 
molybdenum(II) dicarboxylates [2], ruthenium(II) or (II, III) dicarboxylates [3], and 
rhodium(II) tetracarboxylate exhibit gas-occlusion properties and catalytic activity for 
the hydrogenation of ethylene and propene [4]. 
_________  
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Recently, we have conducted crystal engineering on mononuclear Cu(II), Ni(II), 
and Zn(II) carboxylates-pyridine systems in order to obtain porous materials with 
a large number of cavities [5]. In the present study, we chose three sample mononu-
clear units: copper(II) formate-p-phenyl pyridine (a), copper(II) benzoate-pyridine 
(b), zinc(II) p-phenyl benzoate-pyridine (c), and one sample dinuclear unit, zinc(II) 
benzoate-pyridine (d), and we investigated their crystal structures and magnetic be-
haviours. 

2. Experimental procedure 

Materials and methods. Copper(II) formate tetrahydrate, Zn(II) nitrate hexahy-
drate, and benzoic acid were purchased from Wako Chemical Company. All other 
organic ligands were purchased from Tokyo Kasei Chemical Company and used as 
received without further purification. Elemental microanalyses of the complexes were 
conducted on crystalline samples using a Perkin-Elmer PE 2400 series II CHNS/O 
analyser. Thermogravimetric analysis was performed using TG8101D and TAS300 
with an aluminium pan in an ordinary atmosphere, at the scan rate of 1 °C/min. The 
temperature dependence of the magnetic susceptibilities of the copper(II) complexes 
was measured by a Quantum Design MPMS-5S SQUID magnetometer in the tempera-
ture range of 2–300 K, at 5000 Oe. 

Preparation of complexes. The synthetic methods used for the ligand exchange 
procedure were similar to those reported previously, obtaining single-crystal samples 
of the complexes [5]. Forms of mononuclear and dinuclear Cu(II)/Zn(II) monocar-
boxylate-pyridine derivatives were synthesized as follows. 

Copper(II) formate-p-phenyl pyridine. A DMSO solution (40.0×10–3 dm3) of  
p-phenyl pyridine (0.2751 g) was added to an aqueous solution (40.0×10–3 dm3) of 
copper(II) formate tetrahydrate (0.2000 g). The mixture was then allowed to stand for 
several days at room temperature, after which it yielded deep blue, plate-like single 
crystals that were formulated as CuII(O2C−H)2(C6H5−C5H4N)2·(H2O) (a). Anal. calcd. 
for C24H22N2O5Cu: C, 59.81; H, 4.60; N, 5.81%. Found: C, 59.48; H, 4.46; N, 5.73%. 

Copper(II) benzoate-pyridine. A pyridine solution (30.0×10–3 dm3) of benzoic 
acid (0.0905 g) was added to an aqueous solution (10.0×10–3 dm3) of copper(II) nitrate 
trihydrate (0.1500 g). The mixture was then allowed to stand for several days at room 
temperature, after which it yielded deep blue, plate-like single crystals that were for-
mulated as CuII(O2C−C6H5)2(C5H5N)2·(H2O) (b). Anal. calcd. for C24H22N2O5Cu:  
C, 59.81; H, 4.60; N, 5.81%. Found: C, 60.73; H, 5.12; N, 5.23%. 

Zinc(II) p-phenyl benzoate-pyridine. An aqueous solution (10.0×10–3 dm3) of 
zinc(II) nitrate hexahydrate (0.0300 mg) was added to a pyridine solution (10.0×10–3 
dm3) of p-phenyl benzoic acid (0.0400 mg). The mixture was then allowed to stand for 
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several days at room temperature, after which it yielded colourless, plate-like single 
crystals that were formulated as ZnII(O2C−C6H4−C6H5)2(C5H5N)2 (c). Anal. calcd. for 
C36H28N2O4Zn: C, 69.96; H, 4.57; N, 4.53%. Found: C, 67.85; H, 4.77; N, 4.31%. 

Zinc(II) benzoate-pyridine. An aqueous solution (10.0×10–3 dm3) of zinc(II) ni-
trate hexahydrate (0.5000 mg) was added to a pyridine solution (10.0×10–3 dm3) of 
benzoic acid (0.4100 mg). The mixture was then allowed to stand for several days at 
room temperature, after which it yielded colourless, plate-like single crystals that 
were formulated as Zn2

II(O2C−C6H5)4(C5H5N)2] (d). Anal. calcd. for C38H30N2O8Zn2: 
C, 59.01; H, 3.91; N, 3.62%. Found: C, 58.76; H, 3.42; N, 4.51%. 

X-ray crystal structure determinations. The crystal structures of a, b, and d 
were determined by X-ray diffraction using a Rigaku R-AXIS RAPID diffractometer 
with graphite-monochromated MoKα radiation. The crystal structure of c was deter-
mined by X-ray diffraction using a Rigaku CCD Mercury diffractometer with graphite 
-monochromated MoKα radiation. The structures of all complexes were solved by 
a direct method using the program SIR-92 and were refined by full-matrix least 
-squares iterations. The non-hydrogen atoms (Cu, Zn, C, O, and N) were refined ani-
sotropically. All the H atoms were idealized by using riding models, which were lo-
cated in a difference Fourier map and then refined isotropically. No disorder was ob-
served in any of the structures. 

3. Results and discussion 

3.1. X-ray single-crystal analysis 

The use of pyridine as a solvent is satisfactory for crystallization. Introducing the con-
cept of crystallization using pyridine and pyridine derivatives is very useful for understand-
ing metal-organic structures. In this work, we have succeeded in the synthesis of mononu-
clear and dinuclear Cu(II)/Zn(II) monocarboxylate-pyridine derivatives. Crystallographic 
data and other pertinent information are summarized in Table 1.  

 
Fig. 1. ORTEP view of a, showing the numbering scheme (50% probability). 

 The hydrogen atoms have been omitted for clarity 
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Table 1. Crystallographic data and structure refinement parameters for complexes a–d 

Compound Parameter 

a b c d 

Chemical formula C24H24N2O5Cu C12H10NO2.5Cu0.5 C36H28N2O4Zn C19H15NO4Zn 
Formula mass, Da 459.82 239.99 618.01 386.71 
Crystal system orthorombic orthorombic monoclinic monoclinic 
a, Å 5.757 15.651(3) 9.5397(5) 9.663(4) 
b, Å 15.165 45.697(7) 10.5192(5) 10.450(3) 
c, Å 24.151 5.973(1) 29.201(2) 17.363(6) 
α, deg 90 90 90 90 
β, deg 90 90 96.4334(7) 98.67(2) 
γ, deg 90 90 90 90 
V, Å3 2108.63 4272.1(1) 2911.9(3) 1733.4(1) 
ρcalcd, g/cm3 1.45 1.492 1.410 1.482 
Τ, Κ 123 143 143 143 
Ra 0.074 0.072 0.040 0.034 
Rw 0.213b 0.083b 0.054b 0.040c 

Z 4 16 4 4 
μ, cm–1 10.73 10.618 8.877 14.397 

aR = Σ||F0| – |FC||/Σ|F0|.  bRw = [Σw(|F0| – |FC|)2/ ΣwF0
2
]1/2. cRw = [Σ(w 2 2 2

0( )CF F− / Σ(F0
2)2]1/2. 

  
Fig. 2. ORTEP view of b, showing the numbering scheme 

(50% probability). The hydrogen atoms  
have been omitted for clarity 

Fig. 3. ORTEP view of c, showing the number-
ing scheme (50% probability). The hydrogen 

atoms have been omitted for clarity 

In Figures 1–4, we present ORTEP drawings of the unit containing Cu and Zn at-
oms and all attached atoms for each structure. The atomic numbering scheme for the 
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species is defined in each figure. In the process of crystallization, the intermolecular 
interaction between the aromatic rings of the ligands (carboxylate or pyridine), the so-
called π-π stack, might act as a driving force for the self-assembly of the mononuclear 
or dinuclear units by suspending no guest molecules. 

 
Fig. 4. ORTEP view of d, showing the numbering scheme (50% probability) 

 
Fig. 5. Structural features of b using the Rigaku/MSC program package. The chain complex consisting of  

hydrogen bonding between Cu(II) ions effectively bridged between the carboxyl substituents and coordinated  
water molecules, forming a one-dimensional chain. For clarity, the hydrogen atoms have been omitted 



T. OHMURA et al. 734 

Mononuclear copper(II) monocarboxylates have a regular one-dimensional struc-
ture with hydrogen bonding, clearly characterized by X-ray crystallography. Hydro-
gen bonding occurs between one mononuclear unit and adjacent mononuclear units 
through the O atoms of the carboxylate groups and coordinated water molecules, in-
creasing the structural dimensionality. Figure 5 shows the packing diagram of b. 
These structures are one-dimensional ones, very similar to those of mononuclear cop-
per(II) terephthalate-pyridine derivatives [5]. 

 

Fig. 6. Packing diagram view of d, using  
the Rigaku/MSC program package. For clarity, 

the hydrogen atoms have been omitted 

In contrast to the copper(II) complexes, the crystal structures of c and d contain no co-
ordinated water molecules and, thus, no water hydrogen bonding. These structures are 
simply constructed by the intermolecular interactions between one mononuclear or dinu-
clear unit and the surrounding mononuclear or dinuclear units, as shown in Fig. 6. In 
preparation of d, the dinuclear Zn(II) complex (but not the mononuclear Zn(II) complex) 
was nevertheless synthesized by a similar procedure. This result is attributable to a slight 
difference of  pH value in the reaction solvent when using a different organic ligand. 

3.2. Stability of complexes 

TG-DTA analysis shows that the coordinated solvent is eliminated from the net-
work as temperature rises. When the coordinated solvents are released, the colour of a 
and b changes from deep blue to pale blue [5]. Similarly, the colour of c and d 
changes from colourless to white. These networks are stable during the initial weight 
loss of the coordinated solvent, whereas they are not stable during the loss of 
coordinated molecules (pyridine and/or water) from these frameworks [5]. 

3.3. Magnetic properties 

The magnetic susceptibilities of mononuclear copper(II) carboxylate-pyridine deriva-
tives with linear chains of hydrogen bonds obey the Curie-Weiss law; the obtained Weiss 
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constants indicate ferromagnetic or antiferromagnetic interactions. We have clarified the 
paramagnetic properties of the mononuclear copper(II) monocarboxylate-pyridine deriva-
tives by magnetic measurements. The complexes a and b exhibit small antiferromagnetic 
interactions (θ = − 0.74 K for a and θ = − 0.44 K for b), albeit much weaker. The tempera-
ture dependence of the magnetic susceptibility for b is shown in Fig. 7. In addition, the 
magnetic properties for similar systems, mononuclear copper(II) dicarboxylate-pyridines, 
have been reported – small antiferromagnetic interactions and ferromagnetic interactions 
through hydrogen-bonded pathways in [Cu(II)(μ-O2C−C6H4−CO2)(C5H5N)2(H2O)]·py·H2O 
(θ = –1.4 K) [5], [Cu(II)(μ-O2C−C6H4−CO2)(p-C6H5−C5H4N)2(H2O)]·2MeOH (θ = 5.5 K) 
[5], and [Cu(II)(μ-O2C−C6H4−Br)(C5H5N)2(H2O)] (θ = 9.0 K) [6]. In these complexes, in 
which one copper(II) ion is linked by hydrogen bonding between two bridging carboxylate 
groups and one coordinated water molecule, two pathways are provided for super ex-
change interaction between the copper(II) ions. 

 
Fig. 7. Temperature dependence of the effective magnetic 

moment (●) and magnetic susceptibility (○) of b 

These results suggest that ferromagnetic and antiferromagnetic interactions play an im-
portant role in determining bridge geometries and super-exchange interactions between 
copper(II) ions through Cu−O−C−O−H−O−Cu pathways [5]. In contrast, the magnetic 
behaviour of mononuclear copper(II) tetracarboxylate-pyridine (CuTCPPpy), in which no 
hydrogen bonding exists, is scarcely affected by the magnetic interaction between cop-
per(II) ions [7]. 

4. Conclusions 

We have synthesized three samples of mononuclear metal(II) monocarboxylate-
pyridine derivatives: copper(II) formate-p-phenyl pyridine (a), copper(II) benzoate-
pyridine (b), zinc(II) p-phenyl benzoate-pyridine (c), and one sample dinuclear 
zinc(II) monocarboxylate, zinc(II) benzoate-pyridine (d). The crystal structures and 
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magnetic behaviour of these samples were investigated. Copper(II) complexes, which 
are self-assembled by hydrogen bonding and the π-stacking of mononuclear units, 
form one-dimensional structures. The use of pyridine as a solvent simplified obtaining 
single crystals for mononuclear and dinuclear metal(II) carboxylates. Furthermore, we 
believe that it is possible to control the synthesis of mononuclear and dinuclear units 
for metal(II) carboxylates using different pH reaction solvents. 

We have demonstrated the paramagnetic properties of a and b, as elucidated by 
magnetic measurements (SQUID), whereas c and d were found to be diamagnetic. 
The magnetic susceptibilities of a and b obeyed the Curie–Weiss law over the range 
of 2–300 K (θ = − 0.74 K for a, and θ = − 0.44 K for b). The Weiss constants θ indi-
cated the existence of small antiferromagnetic interactions arising from the hydrogen 
bonding. 

Compared to important industrial adsorbents, the system discovered in the present 
work is the simplest and most advantageous adsorbent for studies in pure and applied 
chemistry, because mononuclear copper(II) carboxylates-pyridine derivatives can be 
converted into special absorbents and exhibit large amounts of gas-occlusion proper-
ties with axial ligand exchange. That is the subject of further studies [8]. 
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Isomeric forms of Cu(quinoline-2-carboxylate)2⋅H2O 
Spectroscopic and magnetic properties 
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Spectroscopic and magnetic data for the compound Cu(2-qic)2·H2O (1), where 2-qic is quinoline-2 
-carboxylate, were studied in the light of its known X-ray structure. The geometry of the CuN2O3 chro-
mophore shows a very distorted five-coordinated structure, intermediate between tetragonal pyramid and 
trigonal bipyramid, resulting from the didentate N,O-bonded two chelate ligands and one water molecule. 
The crystal structure is stabilized by an extended hydrogen-bonding network. Magnetic data reflect the 
molecular character of the compound with a very weak exchange interaction (zJ′ = –0.23 cm–1) transmit-
ted through H-bonds. The physico-chemical properties of 1 are compared with those of recently reported 
isomeric forms of identical stoichiometries, namely Cu(quinoline-2-carboxylate)2·H2O, obtained in an 
unusual oxidative P-dealkylation reaction. The compound 1 was prepared directly from quinaldinic acid. 

Key words: copper(II) complexes; quinolinecarboxylate; isomerism; magnetism 

1. Introduction 

The coordination chemistry of transition-metal complexes containing carboxylates 
is interesting from the structural and magnetic point of view. Copper(II) carboxylates 
have been the subject of numerous investigations, especially with nitrogen donor 
ligands [1, 2]. The literature on complexes of metal(II) with quinoline-2-carboxylate 
is rather scarce, in fact only some X-ray structures have been reported [3–8]. Their 
crystal structure shows an N,O-chelating behaviour of the quinoline-2-carboxylate 
ion. In a recent publication [9], the spectroscopic and magnetic properties of two dif-
ferently synthesized forms – green (2) and blue-green (3) quinoline-2-carboxylates 
with the same formula Cu(2-qca)2⋅H2O (ligand abbreviated as 2-qca) were presented. 
Both of these complexes are five-coordinated, involve the same CuN2O3 chromo-
phore, and are examples of distortion isomers. It is interesting from the synthetic and 

_________  
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structural point of view that both forms of Cu(2-qca)2⋅H2O (2 and 3) have been obtained 
in an unusual oxidative P-dealkylation reaction [9]. Figure 1 shows the conversion of the 
starting 2-qmpe to the 2-qca ligand, where 2-qmpe is diethyl 2-quinolylmethylphos- 
phonate ligand. 

 
Fig. 1. A schematic drawing of the starting 2-qmpe converted to 2-qca ligand 

in oxidative P-dealkylation reaction of the 2-qmpe [9] 

Unfortunately, we have not succeeded in preparing crystals suitable for X-ray 
studies for neither compound 2 nor 3. Therefore, here we describe the results of spec-
troscopic and magnetic measurements of Cu(quinoline-2-carboxylate)2·H2O (1), ob-
tained directly from quinaldinic acid of known X-ray structure [3]. The crystal struc-
ture of 1, on the basis of the known structural data, is presented in relation to the 
spectral and magnetic properties. The physico-chemical properties of the 1, 2, and 3 
forms of Cu(quinoline-2-carboxylate)2⋅H2O are compared. 

2. Experimental 

Synthesis of the complex(1): The starting materials and solvents for synthesis 
were obtained commercially and used as received. Cu(2-qic)2·H2O was prepared ac-
cording to the procedure described earlier [3]. Note that, although no problem was 
encountered in this work, perchlorate salts containing organic ligands are potentially 
explosive. They should be prepared in small quantities and handled with care. 
Elemental analysis calculated for [C20H14CuN2O5]: C, 56.40; H, 3.32; N, 6.58; Cu, 
14.92, Found: C, 56.85; H, 3.30; N, 6.34; Cu, 14.53 wt. %. 

Physical techniques. Metal content was determined using a Carl Zeiss Jena atomic ab-
sorption spectrophotometer, elemental analyses were carried out using a Perkin 
-Elmer elemental analyser 2400CHN, and solid-state electronic spectra (28 000–4000 
cm–1) on a Cary 500 spectrophotometer. Solid-state EPR spectra were recorded at 
room temperature and at 77K on a Bruker ESP 300E spectrometer operating at  
X-band, equipped with a Bruker NMR gauss meter ER 0.35 M and a Hewlett Packard 
microwave frequency counter HP 5350B. Magnetic susceptibility measurements were 
carried out with a Quantum Design SQUID magnetometer (type MPMSXL-5). Meas-
urements were recorded at a magnetic field of 0.5 T in the temperature range  
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1.8–300 K. Corrections are based on subtracting the sample holder signal and estimat-
ing the contribution χD from the Pascal constants [10]. The effective magnetic mo-
ment was calculated from μeff = 2.83(χMT)1/2 using a temperature-independent para-
magnetism of 60×10–6 cm3·mol–1 for Cu(II) ions [11]. 

3. Results and discussion 

The molecular structure of Cu(2-qic)2·H2O (1), described elsewhere [3], is shown 
in Fig. 2. The quinaldinate ion acts as a didentate ligand bonded through a pyridyl nitrogen 
and carboxylate oxygen atoms to form a complex involving a five-member stable chelating 
ring. Water molecule occupies the fifth position. This compound is mononuclear with its 
coordination geometry around the copper(II) ion five-coordinated, with a configuration 
intermediate between a trigonal bipyramid and a square-based pyramid. This is consistent 
with calculations of the degree of distortion for coordination polyhedra, which give a struc-
tural index τ = 0.44 (τ distinguishes between square-pyramidal and trigonal-bipyramidal 
geometries, defined as τ = (β – α)/60, where α = 140.3(1)0: O(1)–Cu(1)–O(2) and  
β = 168.2(1)0: N(1)–Cu(1)-N(2) are the largest coordination angles [12]). 

 
Fig. 2. Molecular structure of Cu(2-qic)2·H2O (1) with the atomic numbering [3] 

An interesting feature of the crystal structure, not presented earlier, results from the 
fact that water molecules appear to be involved in two particularly short intermolecular 
hydrogen bonds with two non-coordinated carboxylic oxygen atoms of a neighbouring 
molecule (O–H...O: 1.60(5) and 1.80(5) Å), which enhances the crystal-packing stability 
(Table 1). This gives rise to a two-dimensional (2D) polymer sheet hydrogen-bonded 
lattice (Fig. 3) with two different Cu...Cu distances: 7.628(3) [x, y – 1, z] and 7.756(2) Å  
[x – 1, y, z] (Fig. 2). Additionally, the crystal lattice is stabilized by inter- and in-
tramolecular (C–H…O) hydrogen bonds (Table 1). 
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Table 1. Hydrogen bonds for Cu(2-qic)2·H2O (1)  

d [Å] 
D–H...A 

D–H H...A D...A 

Angle DHA 
[deg] 

1 1 O(5)–H(1)...O(4)i 1.05(5) 1.60(5) 2.642(4) 168(5) 

2 1 O(5)– H(2)...O(3)ii 0.93(5) 1.80(6) 2.685(4) 158(5) 

3 1 C(4)–H(4)...O(3)iii 1.00(6) 2.48(6) 3.412(4) 155(4) 

4 Intra 1 C(9)–H(8)...O(2) 0.99(6) 2.57(5) 3.095(5) 113(4) 

5 Intra 1 C(19)–H(14)...O(1) 1.00(5) 2.45(6) 3.067(5) 120(4) 

Symmetry transformations used to generate equivalent atoms: [iii] = 1 – x, –1/2 + y, 1/2 – z; [ii] = –1 + x, y, z; [i] = x, 1 + y, z 

 The infrared spectrum of 1 shows strong carboxylate stretching frequencies, 
νas(COO) at 1635 and νs(COO) at 1377 cm–1, in the range characteristic of copper(II) 
carboxylate compounds. Separation values (Δν) of 260 cm–1 for ν(COO–) bands indi-
cate that the coordination of the carboxylate group is monodentate [13, 14]. 

The distortion of the CuN2O3 chromophore causes the appearance of an asymmet-
ric band in d-d reflectance spectra, with a maximum at 13 890 cm–1. There is also 
evidence of a weak, poorly resolved shoulder on the low-frequency side with almost 
comparable intensity at about 10 200 cm–1, separated by ca. 4 000 cm–1, which is con-
sistent with the stereochemistries between the tetragonal pyramid and trigonal 
bipyramid. This splitting indicates a very distorted structure, and these bands can be 
assigned to the dxz, dyz → dx2 – y2 and dz2 → dx2 – y2 transitions on the basis of the infor-
mation reported by Hathaway et al. [15]. A strong bonding of the ν(OH) stretching 
region, observed at 3294 cm–1, is in good agreement with polymeric intermolecular  
O–H...O association [16], confirmed by the X-ray crystal structure. 

The X-band EPR spectra of polycrystalline solids at room temperature and at 77 K 
exhibit only one isotropic line, with a small deformation for the g value of approxi-
mately 2.10. This phenomenon may be due to the exchange coupling and a misalign-
ment of the molecular axes of different molecules in the unit cell [15], and does not to 
allow for conclusions about the geometry. 

In view of the structural data, one should expect that exchange interactions occur 
between copper ions through a strong hydrogen bond system. Therefore, here we de-
scribe the results of magnetic measurements on this compound in the temperature 
range of 1.8–300 K and analyse the data in order to obtain the precise magnitude of 
the exchange interaction energy between copper(II) ions from susceptibility meas-
urements at low temperatures. 

Magnetic susceptibility results for the polycrystalline sample show that the magnetic 
moment is close to the normal value for an uncoupled copper(II) system, which may 
suggest the absence of spin exchange, however the values of χCuT (Fig. 4) slightly de-
crease with temperature. They are 0.413 cm3·K·mol–1 (μeff =

 1.82μB) at 300 K and 0.384 
cm3·K·mol–1 (μeff =

 1.75μB) at 4.2 K. The magnetic susceptibility data obey the Curie 
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–Weiss law within the measured temperature region, with C = 0.42 cm3·K·mol–1 and  
θ = –0.25 K. A small negative value of θ may suggest the existence of a very weak 
intermolecular antiferromagnetic exchange between copper ions within the crystal 
lattice via the hydrogen bond system. Keeping with the crystal structure, the experi-
mental susceptibility was fitted to the expression for the magnetic susceptibility of 
a magnetic centre of Cu(II) (1), in a molecular-field correction, namely Eq. (2) [17]: 

 
2 2

Cu
4

N g

kT

βχ =  (1) 

 corr
Cu

Cu2 2

2
1

Cu

zJ

N g

χχ
χ

β

=
′

−
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where χCu is the magnetic susceptibility of a paramagnetic centre, corr
Cuχ is the measured 

experimental susceptibility, zJ′ is the intermolecular exchange parameter, and z is the 
number of nearest neighbours. Least squares fitting of the experimental susceptibility 
data to this equation gives zJ′ = –0.23 cm–1 and g = 2.06 (R = 5.52·10–5). 

 
Fig. 3. Projection of the layer of Cu(2-qic)2·H2O (1) along z axis. 

Hydrogen bonds are represented as dashed lines 
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Table 2. Ligand-field infrared spectral data and magnetic parameters (cm–1) 

Compound 

Cu(2-qic)2·H2O (1) Cu(2-qca)2·H2O
b (2) Cu(2-qca)2·H2O

a (3) 

Colour 

 Green Blue-green Green 

Reaction 

Vibrationa 

Cu(CH3COO)2·H2O + 2-Hqic CuCl2 + 2-qmpe Cu(ClO4)2 + 2-qmpe 

ν(COO)as 1630vs 1635vs 1636vs 
ν(COO)s 1370vs  1377vs, 1347s,sh 1377vs, 1346s,sh 
Δν 260 258 259 
δ(C=N)c 406s 406s 405s 
ν(OH) 3294vs 3292vs 3294vs 
ν(Cu–N) 270m  262m 263m 
ν(Cu–O)d 351s, 323vs  320m, 285s 320m, 284vs 
d-d  13 890s, 10 200s 13950s, 9550s 14 000w, sh 11 950s 

Parameterse zJ′ = –0.25 cm–1 

g = 2.08 
zJ′ = –0.21 cm–1 

g = 2.10 
zJ′ = –0.23 cm–1 

g = 2.06 

aDenotations: vs – very strong, s – strong, m – medium, sh – shoulder. bFrom Ref. [9]. cOut-of-plane ring deformation.  
dFrom COO–. eExperimental magnetic data 2 and 3 are presented in Ref. [9]. 

 
Fig. 4. χCu (•) (experimental) and χCuT (o) (calculated) vs. temperature of Cu(2-qic)2·H2O (1) 

For complexes 2 and 3, experimental magnetic data, presented earlier [9], were 
analysed using the same model function (2). The fit gives zJ′ = –0.21 cm–1, g = 2.10, 
(R = 5.39·10–5) for 2, and zJ′ = –0.22 cm–1, g = 2.08, (R = 5.42·10–5) for 3. 
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A small negative value of zJ′′ for 1, 2, and 3 reveals very weak antiferromagnetic 
interactions between copper(II) ions through a hydrogen bond system in the crystal 
lattice, which has been confirmed by X-ray data for 1. The same fitting agreement 
factor R 
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was used throughout the paper. 
In this paper, we compare (Table 2) the properties of three forms of Cu(quinoline 

-2-carboxylate)2·H2O (1), presented here with a known crystal structure [3], and dif-
ferently prepared forms 2 and 3, which have been recently published [9]. 

4. Summary 

In conjunction with crystal structure and spectral studies, the magnetic properties 
of a hydrogen bond network polymer of Cu(quinoline-2-carboxylate)·H2O was inves-
tigated. The hydrogen bonds generate an extensive network, which is likely to con-
tribute to the stability of the crystal lattice. Structural analysis of the network structure 
of Cu(2-qic)2·H2O (1) demonstrates that water molecules and geometric disposition of 
the organic ligand plays an important role in the construction of network polymers. In 
general, it is significant to note that the intermolecular hydrogen bonding interactions 
are very important, since they enhance the stability of the complexes and are respon-
sible for creating distinct structural features in the crystal structure and realizing the 
dimensionality of the system [18, 19]. It is also worth noting that the exchange inter-
actions between magnetic centres are a general phenomenon for coordination in bio-
inorganic chemistry. 

Finally, the study presented here suggests that the compound 1 of known crystal 
structure and compound 2 have stereochemistries between those of the tetragonal 
pyramid and trigonal bipyramid. Compound 3 has a trigonal-bipyramidal stereochem-
istry. This may be considered as an example of distortion isomers differing by the 
degree of distortion of their CuN2O3 chromophore. 

References 

[1] Magneto-Structural Correlation in Exchange Coupled Systems, R.D. Willett, D. Gatteschi, O. Khan 
(Eds.), Reidel, Dordrecht, 1985. 

[2] SEGAL D., Chemical Synthesis of Advanced Ceramic Materials, Cambridge Univ. Press, Cambridge, 
1989. 



B. ŻUROWSKA, J. MROZIŃSKI 744 

[3] HAENDLER H.M., Acta Crystallogr., C42 (1986), 147. 
[4] GOHER M.A.S., MAUTNER F.A., Polyhedron, 12 (1993), 1863. 
[5] HAENDLER H.M., Acta Crystallogr. C52, (1996), 801. 
[6] BRAND U., VARHENKAMP H., Inorg. Chem., 34 (1995), 3285. 
[7] LI W., OLMSTEAD M.M., MIGGINS D., FISH R.H., Inorg. Chem., 35 (1996), 51. 
[8] DOBRZAŃSKA D., DUCZMAL M., JERZYKIEWICZ L.B., WARCHOLSKA J., DRABENT K., Eur. J. Inorg. 

Chem. (2004), 110. 
[9] ŻUROWSKA B., OCHOCKI J., MROZIŃSKI J., CIUNIK. Z., REEDIJK J., Inorg. Chim. Acta, 357 (2004), 755. 

[10] KöNIG E., Magnetic Properties of Coordination and Organometallic Transition Metal Compounds, 
Springer-Verlag, Berlin, 1966. 

[11] CARLIN R.L., Magnetochemistry, Springer-Verlag, Heidelberg, 1986. 
[12] ADDISON A.W., RAO T.N., REEDIJK J., VAN RIJN J., VERSCHOOR G.C., J. Chem. Soc. Dalton Trans. 

(1984), 1349. 
[13] DEACON G.B., PHILLIPS R.J., Coord. Chem. Rev., 33 (1980), 227. 
[14] NAKAMOTO K., Infrared in Raman Spectra of Inorganic and Coordination Compounds, Wiley, New 

York, 4th Edn., 1986. 
[15] HATHAWAY B.J., BILLING D.E., Coord. Chem. Rev., 5 (1970), 143. 
[16] NAKAMOTO K., MARGOSHES M. RUNDLE R.E., J. Am. Chem. Soc., 77 (1985), 6480. 
[17] SMART J.S., Effective Field Theories of Magnetism, W.B. Saunders Comp., Philadelphia, 1966, p. 24. 
[18] FISHER B.E., SIGEL H., J. Am. Chem. Soc., 102 (1980), 299. 
[19] JANIAK C., Angew. Chem. Int. Ed. Engl., 36 (1997), 1431. 

Received 16 December 2004 
Revised 3 March 2005 



Materials Science-Poland, Vol. 23, No. 3, 2005 

Coordination behaviour of N,N′-diallylpiperazinium(2+) 
and N-allylhexamethylenetetraminium  
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This brief review discusses the coordination behaviour of π-coordinated copper(I) in the structures of 
[Cu2(μ-dapp)(NH2SO3)4]·2H2O (1), [C4H12N2][Cu2(μ-dapp)(NH2SO3)6]·2H2O (2), [Cu2(μ-dapp)(H2O)6] 
(SiF6)2·2H2O (3), [Cu2(μ-dapp)(NO3)4(H2O)2]·2H2O (4), [Cu(μ-ahmta)(NO3)(H2O)](NO3)·H2O (5), and 
[Cu(μ-ahmta)(H2O)2](BF4)2·H2O (6) complexes (dapp = N,N′-diallylpiperazinium(2+), ahmta = N-allyl- 
hexamethylenetetraminium), obtained as single crystals by means of an alternating current electrochemical 
technique. The above π-complexes are formed respectively by CuSO3NH2, Cu2SiF6, CuNO3, and CuBF4 salts, 
unknown in a free state. 

Key words: diallylpiperazinium(2+); N-allylhexamethylenetetraminium; copper(I) π-complexes 

1. Introduction 

Crystal engineering is delineated by the nature and structural consequences of 
intermolecular forces and by the way in which such interactions are utilized for 
controlling the assembly of molecular building blocks into infinite architectures [1]. 
The most considerable recent advances in crystal engineering have been achieved 
within the framework design because it is possible to simplify complex crystalline 
structural features into easily identifiable network topologies based on the chemical 
and structural information of the constituent molecular tectons (building blocks) 
[2, 3]. Although significant progress has been made on the theoretical front of crystal 
engineering, structure prediction with theoretical tools has met with less success 
compared to network-based approaches [4, 5]. Since modelling intermolecular forces 
_________  
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and cooperative effects in order to calculate crystalline lattice energies is a very 
difficult task, it is impossible to quantify intermolecular forces and atomic charges 
precisely. One can, however, estimate the directional preferences of molecules 
through electrostatic interactions [6]. It is obvious that crystal structure, which is not 
combined from simple tectons, is more difficult to predict and design, because it is 
still unkown which factors determine the structure formed. Only wider crystal chemis-
try investigations of organometallic architectures can help in this case. 

Supramolecular motifs containing an olefin–copper(I) bond as a bridging spacer 
have recently attracted much attention [7]. Copper(I)–olefin π-complexes are involved 
in the preparation and reactions of olefin and alkyne complexes [8–10], as cataly- 
tically active species in copper-catalyzed reactions [11, 12], and as agents for 
selective olefin/paraffin separations [13, 14].  

Our previous studies on copper(I) halide complexation with N,N′-diallylpipera- 
zinium(2+) (dapp) [15] and N,N,N′,N′-tetraallylpiperazinium(2+) [16] cations revealed 
unusual coordination behaviour of the ligands: Cu(I)–(C=C) interaction does exist in the 
presence of Cl atoms and is absent in the case of Br. Such a dissimilarity is not 
displayed in copper(I) halide complexes with aliphatic olefin derivatives (e.g., copper(I) 
chloride and bromide form π-complexes with diallylammonium halide [17–20]) or with 
aromatic heterocyclic derivatives [21, 22].  

On the other hand, the dimorphism of copper(I) chloride complexes with 
N-allylhexamethylenetetraminium (ahmta) chloride – [(μ3-ahmta)Cu2Cl3] and [(μ-ahmta) 
Cu2Cl3] [23] – is a result of the different roles of the ligand: ahmta acts as a σ,σ,π- and 
σ,π-ligand, respectively. 

In connection to this, we consider the coordination behaviour of dapp and ahmta 
moieties in [Cu2(μ-dapp)(NH2SO3)4]·2H2O (1), [C4H12N2][Cu2(μ-dapp)(NH2SO3)6]·2H2O 
(2) [24], [Cu2(μ-dapp)(H2O)6](SiF6)2·2H2O (3), [Cu2(μ-dapp)(NO3)4(H2O)2]·2H2O (4), 
[Cu(μ-ahmta)(NO3)(H2O)]·(NO3)·H2O (5), and [Cu(μ-ahmta)(H2O)2](BF4)2·H2O (6) [25] 
π-complexes, which we have recently obtained and structurally investigated by X-ray 
diffraction. The ligand moieties are presented in Fig. 1. 

 

Fig. 1. Schematic view of the cations:  
a) N,N′-diallylpiperazinium(2+) (dapp), 

b) N-allylhexamethylenetetraminium (ahmta) 

a) b) 
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2. Results 

Synthetic aspects. Crystalline π-complexes (1, 3–6) were obtained by means of an 
alternating-current electrochemical technique [26]: 

LX + CuX2·nH2O + Cu0 2 5C H OH, [e]⎯⎯⎯⎯⎯→  LaCuI
bXc·dH2O 

L = dapp, ahmta; X = 1/2 2
6SiF − , 3NO− , 2 3NH SO−  and 4BF .−  Compound 2 was formed 

under conditions described in [24]. 
One may note that although Cu2SiF6, CuNO3, CuNH2SO3, and CuBF4 are un- 

known in a free state, they can exist in the form of stable complexes due to relatively 
strong Cu(I)–(C=C) π-interactions. A brief structural survey of the compounds 
follows. 

Structure of [Cu2(μ-dapp)(NH2SO3)4]·H2O (1). The centrosymmetric cation of 
diallylpiperazinium(2+) in this structure acts as a bridge (Fig. 2). The C=C bonds of 
allylic groups are coordinated by copper(I) atoms at a distance of 1.919(4) Å. It is 
interesting that the C=C bond successfully competes with the nitrogen atoms of two 
sulfamate anions. Moreover, this bond is elongated to 1.368(6) Å. The oxygen atom 
of the sulfamate anion is located in the axial position of the trigonal-pyramidal cop-
per(I) coordination environment at a distance of 2.574(3) Å. The deviation of the Cu 
atom from the equatorial plane (Δ) is 0.12 Å. Such a geometry of the coordination 
centre should be attributed to the effective Cu(І)–(С=С) interaction. The presence of 
the water molecule, which forms a strong hydrogen bond with the oxygen atoms of 
sulfamate anions (2.39(4)–2.51(5) Å) and weaker ones with the nitrogen atom of the 
H–N-group of the piperazine ring (2.750(4) Å), promotes the stabilization of the 
crystal structure as well as weaker contacts such as N(H)…O(NH2SO2) (2.854(5) 
–2.936(5) Å, 145(4)–178(5)°). 

 
Fig. 2. A fragment of the infinite chain 1 

Structure of [C4H12N2][Cu2(μ-dapp)(NH2SO3)6]·2H2O (2). The structure of 2 
contains centrosymmetric piperazinium(2+) and diallylpiperazinium(2+) cations. As 
before, the dapp cation plays a bridging function and forms dimers (Fig. 3). This is 
the first crystalline π-complex described where the coordination environment of 
copper(I) consists of three nitrogen atoms of 2 3NH SO−  anions and a C=C bond. These 
nitrogen atoms in the tetrahedral coordination polyhedron of Cu(I), however, hinder 
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effective Cu(I)–(С=С) binding due to steric restrictions (Δ = 0.46 Å). An elongated 
distance d(Cu–m) 1.962(9) Å and imaginary abridgement of the coordinated С=С 
bond up to 1.29(2) Å are caused by a moderate disorder of this double bond. 

 
Fig. 3. The packing of {(O3SH2N)3Cu(dapp)Cu(NH2SO3)3} dimers 

in structure 2 and the system of hydrogen bonds 

The hydrogen bonds N–H…O (2.01(9)–2.36(7) Å, 140(8)–160(8)°) play a decisive 
role in the structure formation and withdraw electron density from the N atoms of 
sulfamat moieties. The latter circumstance allows Cu–(C=C) π-interactions to be 
realized even in the presence of three donor N atoms of sulfamate anions. The 
crystallization water molecule in this structure forms hydrogen bonds with both the 
oxygen atoms of sulfamate anions ((Ow)H...O 1.92(9)–2.12(6)Å, 155(8) 
–156(6)°) and with the H atoms of the piperazine(2+) core ((N)H...Ow 1.69(8) Å, 
156(7)°). 

Structure of [Cu2(μ-dapp)(H2O)6](SiF6)2⋅2H2O (3). The crystal structure of 3 
contains only one independent Cu(I) atom. Its trigonal pyramidal coordination 
environment consists of three oxygen atoms (from H2O molecules) and a double C=C 

bond of the ligand (see Table 1). The SiF −2
6  anion possesses an octahedral geometry 

(Si–F distances 1.652(9)–1.690(9) Å) and is involved only in the formation of 
hydrogen bonds. The small size of oxygen atoms as well as the stabilizing influence 
of strong H-bonds create conditions for very effective Cu–(C=C) π,σ-interaction. In 
reality, the Cu–m (m is the midpoint of a double C=C bond) distance is equal to 
1.89(1) Å and the Cu atom is removed from the plane of equatorial ligands by only  
Δ = 0.17 Å. The length of the coordinated double bond equals 1.32(2) Å. Strong  
O–H...F hydrogen bonds (with distances d(H…F) 1.9(1)–2.3(1) Å and angles O–H...F 
145(8)–162(9)°) withdraw excess electron density from the copper(I) atom and thus 
reduce a π-dative contribution. Due to the bridging function of the diallylpiperazin-
ium(2+) cation (Fig. 4), the dimers {(H2O)3Cu(dapp)Cu(H2O)3} are displayed in (3). 
They are combined into a three-dimensional framework by a branching network of  
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С–Н...F and O–H...F hydrogen bonds. It is necessary to note that the molecule of 
crystallization water is held in the crystal structure by an effective N–H...Oaq hydrogen 
bond (the nitrogen atom belongs to the piperazine ring, d(H...O) is 1.8(2) Å, and the  
N–H...Oaq angle is 171(9)° ). 

Table 1. Selected distances and angles in the structures of 1–6 (d, Å and ω, °) 

Structure Parameter Value Structure Parameter Value 

1 

Cu–N2 
Cu–N3 
Cu–O1 

Cu–m1,2 
C1–Cu–C2 

C1=C2 

2.030(4) 
2.040(3) 
2.574(3) 
1.919(4) 
39.2(1) 

1.368(6) 

4 

Cu–Oaq1 
Cu–O2 
Cu–O5 

Cu–m4,5 
C4–Cu–C5 
C(4)=C(5) 

1.956(2) 
1.991(1) 
2.531(2) 
1.884(2) 
40.19(8) 
1.379(3) 

2 

Cu–N3 
Cu–N4 
Cu–N5 

Cu–m1,2 
C1–Cu–C2 

C1=C2 

2.101(6) 
2.082(7) 
2.295(6) 
1.962(9) 
36.4(4) 
1.29(2) 

5 

Cu–O11 
Cu–N3 

Cu–Ow1 
Cu–m(1,2) 
C1–Cu–C2 

C1=C2 

2.033(2) 
2.052(3) 
2.241(3) 
1.917(3) 
39.7(1) 

1.368(5) 

3 

Cu–O2 
Cu–O3 
Cu–O4 

Cu–m1,5 
C1–Cu–C5 

C1=C5 

2.37(2) 
1.989(9) 
2.000(9) 
1.89(1) 
38.5(5) 
1.32(2) 

6 

Cu–O1 
Cu–O2 
Cu–N1 

Cu–m1,2 
C1–Cu–C2 

C1=C2 

2.174(3) 
2.032(2) 
2.066(3) 
1.921(4) 
39.5(1) 

1.374(5) 

 

Fig. 4. {(H2O)3Cu(dapp)Cu(H2O)3} dimers and 2
6SiF − (octahedra) anions 

in the outer coordination sphere of crystal structure 3 

Structure of [Cu2(μ-dapp)(NO3)4(H2O)2]⋅2H2O (4). The coordination polyhedron of 
the Cu(I) atom in π-complex 4 is a trigonal pyramid that contains a double C=C bond, 
a water molecule, an oxygen atom from a nitrate anion in the equatorial position, and 
one more oxygen atom of 3NO−  in the apical position (Table 1). Such ligands in the 
metal coordination environment promote an efficient Cu(I)–(C=C) interaction. 
A short copper–m distance of 1.884(4) Å is caused by the considerable axial 
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deformation of the coordination polyhedron (Сu–O5 2.531(2) Å), by the hard Lewis 
base in the apical position, and by the absence of steric restrictions. Although one of 
the hydrogen bonds (С5–H52...O3, 2.58(3) Å, 142(3)°) rotates the coordinated C=C 
group by an angle of 9.8°, this bond is elongated up to 1.379(3) Å nevertheless, which 
is evidence for significant π-dative interaction. The unusual small deviation of the 
Cu(I) atom from the plane of equatorial ligands (Δ = 0.05 Å) confirms a conclusion 
about the effective Cu(I)–(C=C) π-interaction, which one could explain by a specific 
unification of steric and electron factors in the formation of the copper(I) coordination 
sphere. 

 
Fig. 5. The bridging function of dapp moiety in 4 

As a result of the bridging function of the diallylpiperazinium(2+) cation, structure 
4 consists of {(NO3)2(H2O)Cu(μ-dapp)Cu(H2O)(NO3)2} dimers (Fig. 5), which are 
integrated into a three-dimensional framework by a branching system of hydrogen 
bonds. In contrast to 1–3, the crystallization water molecule here is held in the 
structure due to the hydrogen contacts of Oaq–Н...О(–NO2) and Oaq–H...Oaq (1.93(3) 
–2.22(3) Å, 154(3)–176(3)°). The H atom of the N–H-group takes part in a strong  
H-bond with the oxygen atom of the 3NO−  moiety (1.97(2) Å, 174(2)°). This hydrogen 
bond causes a lengthening of the N(2)–O(4) distance in the anion to 1.261(2) Å. 

 
Fig. 6. The monodentate and bidentate functions of nitrate anions 

in the complex [Cu((C3H5)2NH2)(NO3)2] 
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Contrary to the above complex, in the case of dyallylammonium copper(I) 
dinitrate [27], 3NO−  moieties demonstrate a different coordination behaviour: one 

3NO−  anion is monodentate, whereas the two oxygen atoms of the other nitrate anion 
are coordinated to the Cu(I) atom (Fig. 6). 

Structure of [Cu(μ-ahtma)(NO3)(H2O)](NO3)·H2O (5). The Cu atom possesses 
a trigonal-pyramidal environment, formed by the oxygen atom of the nitrate anion, 
a nitrogen atom, and a C=C bond of adjacent ahmta cations in the equatorial plane. The 
apical position is occupied by the oxygen atom of the water moiety, so that ahmta acts as 
a bidentate bridging π,σ-ligand and connects Cu atoms into metal-organic chains lying 
along the [001] direction (Fig. 7). Water and nitrate moieties of the outer coordination 
sphere take part in the formation of a well-developed branched system of strong H-bonds 
(Oaq–Н...О(–NO2) 1.751(5)–2.051(5) Å, 157.3(1)–169.9(1)°; Oaq–Н...Оaq 1.926(6) Å, 
173.8(2)°). The latter unite metal-organic chains into a 3-D network. The pyramidal 
distortion of the coordination sphere, being rather moderate (Δ = 0.33 Å), corresponds 
to a slightly elongated Cu–Ow1 apical bond (2.241(3) Å) as compared to the ideal 
CuI–O distance of 1.99 Å [28].  

 
Fig. 7. The hydrogen bond system the structure 5 

It should be pointed out that one nitrate and one water moiety are situated in the 
inner coordination sphere and two others in the outer one.  

Structure of [Cu(μ-ahtma)(H2O)2](BF4)2⋅H2O (6). In this structure, one 
crystallographycally independent Cu atom possesses a reasonably deformed  
(Δ = 0.25Å) trigonal-pyramidal environment, formed by the oxygen atom of a water 
moiety, a nitrogen atom, and the C=C bond of adjacent ahmta cations in the equatorial 
plane. The apical position is occupied by the oxygen atom of another water moiety 
(Fig. 8). Similar to 5, here ahtma also acts as a bidentate bridging π,σ-ligand that 
connects Cu atoms into metal-organic chains. Contrary to 5, all anion moieties are in 
the outer coordination sphere, forming a branched network of strong H-bonds with 
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water molecules (Oaq–Н...F 1.633(2)–2.026(4) Å, 142.3(2)–159.4(3)°). Tetrahedral 
BF4

– are slightly disordered, because they are involved in weak interactions – van der 
Waals and F…H–O bonds. 

 
Fig. 8. The hydrogen bond system in structure 6 

3. Discussion 

The diallylpiperazinium(2+) cation realizes all the coordination abilities in 
structures 1–4 as a bidentate π,π-ligand. This is not surprising, because the presence 
of two flexible allylic groups and the small size of the piperazine ring allow steric 
restrictions to be avoided at the stage when molecular building blocks assemble into 
 

 
Fig. 9. A fragment of the structure of [(μ3-ahmta)Cu2Cl3] 

infinite architectures. Therefore, dapp plays a bridging role and forms either infinite 
chains (if some other ligands in the coordination environment are also bridging, as in 
complexes 1 and [Cu2(μ-dapp)Cl4] [15]) or X3Cu–dapp–CuX3 dimers (if X serves as 
a terminal ligand, as in structures 2–4). In turn, the chloride anion acts as bridge 
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ligand and/or as a terminal one. Contrary to this, only two symmetrically related 
allylic groups of the N,N,N′,N′-tetraallylpiperazinium(2+) cation are coordinated to 
Cu atoms in the complex [(C3H5)2N(CH2)4N(C3H5)][Cu2Cl4] [16]. 

 
Fig. 10. Flattened layers in the crystal structure of [(μ-ahmta)Cu2Cl3] 

Concerning the coordination behaviour of N-allylhexamethylenetetraminium 
(ahmta), it should be emphasized that the presence of only one allylic group, free 
electron pairs of three nitrogen atoms, and the significant size and rigidity of the ligand 
all decide about its spatial properties in the structures. In copper(I) chloride complexes 
[23], ahmta connects CuCl fragments into different topologies depending on the role of 
the ligand. In the case of μ3-ahmta, which acts as a π,σ,σ-ligand, the structure of 
a 3D-network is observed (Fig. 9). If its role changes to μ-ahmta (π,σ-ligand), infinite 
inorganic [Cu2Cl3]∞ chains, connected by bridging [(CH2)6N4(C3H5)]

+ moieties into 
flattered layers, occur (Fig. 10). If ahmta dentation decreases up to one (σ-ligand), the 
structure consists of only isolated ahmtaCuCl2 fragments (Fig. 11). 

 
Fig. 11. An isolated ahmtaCuCl2 fragment 

in the structure of [(ahmta)CuCl2] 

2
6SiF −  and 4BF−  anions are harder bases than the soft Lewis acid copper(I) atom. 

That is why these anions lie in the outer coordination sphere in structures 3 and 6. 
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Due to significant “electron-withdrawing” ability, all fluorine atoms of the anions 
form a system of hydrogen bonds. The shortest contacts in 3 are caused by larger 
negative charge on the hexafluorosilicate anion as compared to the tetrafluoroborate 
moiety.  

In 4 and 5, some N–O bonds in 3NO−  anions differ in their lengths (1.233(4) 
–1.282(4) Å). An elongation of N–O2, N–O4, and N–O5 in 4, and N–O11 and N–O21 
bonds in 5 is caused by their role in the structure: O2, O5, and O11 are coordinated to 
Cu, whereas O4 and O21 take part in the formation of strong H-bonds; though the 
reason is different, the effect is nearly the same. The stereochemical peculiarities of 
the nitrate anion have been confirmed by earlier observations [27]. In structures 4 and 
5, Cu–O–N angles and Cu–O–N–O torsion angles are close to 120° and 0°, 
respectively, showing the directionality of copper(I)– 2ONO−  interactions via the free 
electron pairs of oxygen atoms. 

The H(N)-atoms of the piperazine ring participate in strong hydrogen bonds. 
Crystallization water molecules are present in structures 1–3 due to these contacts, 
and are involved in structures 4–6 by H-bonds with anions and other water molecules. 

Thus, the presence of strong (O–)H…O and O–H…F bonds in the construction of 
ionic copper(I) π-complexes creates additional possibilities in the structures of these 
ionic compounds as compared to copper(I) chloride complexes, in which only 
relatively weak (C–)H...Cl and sometimes (N–)H…Cl contacts are present. 

Water moieties in the coordination sphere of Cu play an important role: they 
transfer some charge via H-bonds to the anion in the outer coordination sphere, 
providing an ionic character of the compounds. 

Table 2. Geometric characteristics of the copper(I) coordination environment 
in the π-complexes under consideration 

Compound Cu–m [Å] lC=C [Å] Δ [Å] Cu–Lap [Å] 
Angle 

C–Cu–C [deg] 

1 1.919(4) 1.368(6) 0.12 2.574(3) 39.2(1) 
2 1.962(9) 1.29(2) 0.46 2.295(6) 36.4(4) 
3 1.89(1) 1.32(2) 0.17 2.37(2) 38.5(5) 
4 1.884(2) 1.379(3) 0.05 2.531(2) 40.19(8) 
5 1.917(3) 1.368(5) 0.33 2.241(3) 39.7(1) 
6 1.921(4) 1.374(5) 0.25 2.174(3) 39.5(1) 

 
It is possible to draw some conclusions about the contribution of both the  

σ-component, which depends on the magnitude of the Cu–m distance, and π-back 
donation component, which is connected with the elongation value of coordinated 
C=C bonds (lC=C) (Table 2). This is not obligatory, hence strengthening of the  
σ–component (shortening Cu–m) intensifies the π-back donation component 
(increasing of lC=C value) of π-interactions. The magnitude C–Cu–C angle appears to 
be a convenient measure of Cu(I)–(C=C) interaction strength, because it depends on 
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either Cu–m distance or elongation of multiple C=C bond. Axial lengthening depends 
on the hybridization state of the copper atom, steric factors, and the basicity of the 
apical ligand. Therefore it cannot be a convenient parameter for our aim. The Δ value 
is the only evidence of copper(I) transfer from the sp3- to the dsp2-hybridization state 
(in the last case Δ = 0) and, according to the oxidative addition concept [29], it is also 
a measure of the Cu(I)–(C=C) interaction effectiveness (see [29] for more details 
about the electron effects in copper(I) olefinic π-complexes). Figure 12 demonstrates 
the good convergence dependence of copper atom deviation from the rms-plane of 
equatorial ligands on the C–Cu–C angle for complexes 1–4. Such linearity for 
complexes 1–4 is interpreted by the absence of any drastic effects in the Cu(I) 
coordination sphere, contrary to 5, 6, in which N donor atoms of the onium form of 
quasiaromatic hexamethylenetetramine are present in copper(I) surrounding of the 
complexes. 

 

Fig. 12. The dependence of Cu atom deviation from the rms-plane of equatorial ligands 
on the C–Cu–C angle. The points for structures with dapp are depicted as ○  

and for structures with ahmta as □. The trendline is calculated only for structures 1–4 

It should be noted that in comparison to recently obtained CuCl π-complexes with 
ahmta chloride [23], these structures show a stronger interaction of the ligand with 
Cu(I). The Cu–N3 distance in 5 is equal to 2.052(3) Å and Cu–N1 in 6 – 2.066(3) Å. 
They are shorter than the same contacts between the copper(I) and nitrogen atoms of 
the ahtma moiety (2.142(3)–2.241(3) Å) in the respective copper(I) chloride 
structures, which should be attributed to the ionic character of 5 and 6. The existence 
of the [Cu(benzene)]AlCl4 [30] π-complex confirms this conclusion. Thus, the ionic 
character of complexes 1–6 provides effective Cu(I)–(C=C) interactions and enables 
the sufficient stability of this type of the Cu(I) compound. 
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Syntheses and structures of nickel(II) and copper(II) complexes with pyrroline N-oxide 2,3-dioxime 
(H2L

R) are reported. The ligands show an N,O chelating mode unusual for conventional dioxime ligands. 
Copper compounds with Cu2(HLR)2L

R composition can be oxidized into complexes containing coordi-
nated vinylnitroxide radicals. 

Key words: dioximes; copper; nickel; vinylnitroxides; crystal structure; magnetic properties 

1. Introduction 

1,2-Dioximes are well-known chelating ligands to transition metal ions and have 
been under investigation for already almost a century. Most ligands in this class, how-
ever, are hydrocarbon derivatives, while heterocyclic 1,2-dioximes are studied quite 
poorly. We have turned our attention to the derivatives of pyrroline N-oxide H2L

R 
(Scheme 1), keeping in mind that complexes of these ligands are promising precursors 
of coordination polymers, as known for simpler dioximates [1, 2]. 

N
+

R

NOH

O

HON

H2LR

 
Scheme 1. Pyrroline N-oxide H2L

R 

_________  
*Corresponding author, e-mail: alex@cys.che.nsk.su 
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On the other hand, complexes of H2L
R dioximes are formally tautomeric with ni-

trosovinylhydroxylamines, which in turn can be considered as possible ancestors of 
the very intriguing vinylnitroxide ligands (Scheme 2). It should be noted that the only 
persistent vinylnitroxide known is derived from the pyrroline-N-oxide skeleton [3]. 

ON

N
R

NO
M

N

N
R

NO O

H H

O

O

ON

N
R

NO
M

N

N
R

NO O

OH

OH

ON

N
R

NO
M

N

N
R

NO O

O  

O  

[O]

 
Scheme 2. Tautomerism between nitrosohydroxylamines and oxime N-oxides 

In the present paper, we report the first results obtained on complexes of dioximes 
H2L

R with nickel(II) and copper(II). 

2. Experimental 

The complexes Cu2(HLPh)2L
Ph·4H2O·EtOH, Cu2(HLt-Bu)2L

t-Bu·4H2O, Ni(HLPh)2·3H2O 
and Ni(HLt-Bu)2·2.5H2O were obtained by interacting stoichiometric amounts of the re-
agents in a water–ethanol media (3:2), the pH of the solution being adjusted to 6 with 
aqueous ammonia. The complexes CuNa(HLPh)(LPh)·4H2O, CuNa(HLt-Bu)(Lt-Bu)·5H2O, 
and CuNa(HLMe)(LMe)·4H2O were obtained similarly, at pH adjusted to 9 with a water 
solution of Na2CO3. The compounds gave satisfactory elemental analyses; the quan-
tity of the solvent molecules may vary in different preparations, so the compounds are 
further denoted as solvent-free. 

Intensity data for single crystals of complexes were collected on a Smart Apex 
(Bruker AXS) diffractometer at room temperature using graphite monochromated 
MoKα radiation (λ = 0.71073 Å). Structures were solved with statistical methods 
(Bruker-Shelxs) and refined with full-matrix or full-matrix-block least-squares on F2 
(Bruker-Shelxl). The positions of carbon-sitting hydrogen atoms were calculated geo-
metrically and refined isotropically as riding mode. The crystal data and some details 
of the diffraction experiment are given in Table 1. 

The magnetochemical experiment was performed on an MPMS-5S (Quantum De-
sign) SQUID magnetometer at temperatures from 2 K to 300 K with powder samples. 
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Table 1. Crystal data and X-ray diffraction experiment details for the complexes1 

Compound (solvent molecules omitted) Crystal 
data Cu2(HLPh)2L

Ph Ni(HLPh)2 CuNa(HLt-Bu)(Lt-Bu) CuNa(HLMe)(LMe) 

a, Å 11.516(2) 10.645(4) 9.4561(14) 12.3899(12) 
b, Å 13.252(4) 10.726(4) 11.2506(17) 13.2043(13) 
c, Å 16.876(5) 13.843(5) 13.545(2) 16.1493(17) 
α, deg 107.065(6) 81.211(7) 102.925(2) 106.372(21) 
β, deg 103.333(6) 76.894(6) 102.831(3) 107.495(16) 
γ, deg 96.497(7) 74.140(7) 100.013(2) 95.185(18) 
V, Å3; Z 2350(3); 2 1473.7(9); 2 1331.0(3); 2 2131(2); 2 
No. of reflections 
total/unique 

 
10298/6708 

 
6337/4179 

 
5816/3819 

 
5188/2943 

GOOF 0.782 0.915 1.075 1.30 
R1 0.0609 0.0488 0.0468 0.0901 

1 Triclinic crystal system, 1P space group. 

3. Results and discussion 

Preliminary experiments on the titration of H2L
Me in the presence of copper(II) ions 

showed that the first and second protons are lost at pH 6 and 9, correspondingly. There-
fore, these values were chosen for the preparation of the complexes showing different 
degrees of deprotonation of the ligand. The acidity was adjusted with aqueous ammonia 
(pH = 6) and sodium carbonate (pH = 9). At pH = 6, nickel forms complexes with a 

R
2NiL stoichiometry (R = Ph, t-Bu). The complex with R = Ph (as Ni(HLPh)2·EtOH·4H2O)  

 

 
Fig. 1. The molecule of Ni(HLPh)2 

was investigated by single crystal X-ray diffraction. The specific features of the compound 
are the N2O2 chromophore (Fig. 1), atypical of nickel dioximates [4] and the migration of 



A.B. BURDUKOV et al. 760 

one of the oxime protons to the nitrone oxygen O2A. The latter circumstance formally 
converts the nitrone into hydroxylamine, however, a N–O(H) bond of 1.30 Å is too 
short for hydroxylamine, and strong conjugation within the heterocycle does not allow 
for the assignment of definite bond orders. 

Unlike nickel, the copper complexes obtained at pH = 6 have a stoichiometry of 
R

2 3Cu L . According to X-ray diffraction data for Cu2(HLPh)2L
Ph (as Cu2(HLPh)2L

Ph 

(H2O)5(EtOH)2), the complex is bi-nuclear with bridging oxime oxygens (Fig. 2). All 
three oxime ligands are coordinated in the N,O chelating mode. Only two oxime hy-
drogens were localized, which, considered together with charge balance, allows these 
compounds to be formulated as Cu2(HLR)2L

R. 

 
Fig. 2. Cu2(HLPh)2L

Ph fragment 

The copper complexes obtained at pH = 9 have a common R
2CuNaL (R = Ph, t-Bu, 

Me) composition; our attempts to isolate similar complexes of nickel failed. Accord-
ing to X-ray diffraction analysis data for complexes with R = t-Bu, Me, the materials 
have a common R

2CuL  core, the ligands performing O,N chelating mode. One oxime 

hydrogen per R
2CuL  unit was localized in the t-Bu

2CuNaL compound (Fig. 3). This is in 
accordance with overall composition and results in a CuNa(HLR)LR unit formula. 

R
2CuL  fragments (R = Me, t-Bu) are joined in dimers through additional axial con-

tacts, made by copper ions to neighbouring oxime oxygens (Cu–O 2.54(3) Å, R = Me; 
2.47(3) Å, R = t-Bu; Fig. 4). The supramolecular organization of CuNa(HLMe)LMe and 
CuNa(HLt-Bu)Lt-Bu is different: in the former the dimers are isolated and sodium 
cations form separate tetramers, while in the latter sodium cations are coordinated by 
oxime oxygens (Fig. 3) and, being additionally bridged by water molecules, give rise 
to a 1-D coordination polymer (Fig. 5). 
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Fig. 3. Cu(HLt-Bu) Lt-Bu units together with coordinated sodium ions and bridging water molecules 

 

Fig. 4. Dimerization of Cu(HLR) LR units 

 

Fig. 5. Coordination polymer CuNa(HLt-Bu)(Lt-Bu).5H2O, water of crystallization is omitted for clarity 
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The common feature of all the structurally characterized complexes is the unusual 
N,O coordination of dioxime, which is very atypical of other known dioximes. The 
ease of the second deprotonation step of H2L

R is also noteworthy, which, combined 
with the tendency to additional coordination demonstrated in CuNa(HLt-Bu)Lt-Bu, 
makes these complexes promising as linking units between metal ions and opens the 
possibility for building coordination polymers. 

Finally, the presence of “residual” protons makes these complexes potentially li-
able to oxidation and the formation of corresponding paramagnetic vynilnitroxide-
containing species. We have succeeded in oxidating Cu2(HLR)2L

R (R = Ph, t-Bu) com-
pounds: when solutions of these complexes in toluene are treated with PbO2 (or  
m-nitroperoxobenzoic acid), they demonstrate a change in colour, from brown to 
deep-blue. The resulting solutions are stable for approximately an hour at ambient 
conditions; the solvent can be removed by an air stream, avoiding product decomposi-
tion provided that the temperature is below 0 ºC. The blue resin obtained can be so-
lidified by grinding at 77 K followed by evacuation, the resulting dark-blue solids 
being stable at –15 ºC for several months at least.  

  
Fig. 6. Magnetic properties of the Cu2(HLR)2L

R complexes and their oxidation products 

Figure 6 presents the temperature dependences of magnetic moment for Cu2(HLt-Bu)2 

Lt-Bu (Cu2(HLPh)2L
Ph is diamagnetic) and their oxidation products. The data show an 

increment in magnetic moment for the oxidized compounds (approximately 1 B.M. 
for Cu2(HLt-Bu)2L

t-Bu and 3 B.M. for Cu2(HLPh)2L
Ph at 300K). The magnetic behaviour 

of the starting complexes is determined by strong antiferromagnetic exchange interac-
tions between the copper(II) ions propagated through the oxygen bridges, this phe-
nomenon being well-documented in literature [5]. This antiferromagnetic exchange is 
expected to be generally preserved in the oxidation products. On the other hand, the 
nitroxide spin π-orbital, if nitroxide arises, is antisymmetrical with respect to the 
plane of the complex, while the copper(II) magnetic orbital, which is of a 2 2d

x y−
na-

ture, is symmetrical with respect to this plane. Taking into account that the spin of 
vinylnitroxide must be strongly delocalised over the molecule [3] and therefore inter-
act strongly with the spin of copper, one should expect a very strong exchange of fer-
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romagnetic nature in this case. Qualitatively, this is in accordance with the increase in 
magnetic moment. Unfortunately, the inaccessibility of the high-temperature limit 
precludes an estimation of the number of spins per formula unit, and the lack of struc-
tural information prevents a more detailed interpretation of the magnetic data, there-
fore further studies are needed. The only doubtless conclusion is that the oxidation of 
Cu2(HLR)2L

R results in the formation of new paramagnetic centres, which we believe 
to be persistent vinylnitroxide radicals. This is an important result, since normally 
vinylnitroxides are transient species with lifetimes on the EPR scale. The crucial role 
of complexation should be stressed here, as the oxidation of H2L

R results in the forma-
tion of diamagnetic furoxanes [6]. 

4. Conclusions 

The first results obtained for copper(II) and nickel(II) complexes of pyrroline  
N-oxide dioximes show that these compounds are structurally quite different from 
common dioximates, the ligands performing the N,O chelating mode instead of the 
usual N,N one. The ability of these complexes to easily undergo deprotonation makes 
them promising candidates for the design of coordination polymers. Finally, copper 
dioximates with a Cu2(HLR)2L

R composition are the precursors of complexes with 
persistent vinylnitroxides stabilized by complexation. 
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Reactions of the ruthenium(II, III) pivalate dimer with 2,5-dimethyl-N,N'-dicyanobenzoquinonediimine 
(2,5-dmdcnqi), 1,4-benzoquinone (1,4-bq), and 1,4-naphthoquinone (1,4-nq) produce polynuclear chain com-
plexes ([Ru2(O2CCMe3)4(L)]nXn, where L = 2,5-dmdcnqi, 1,4-bq, or 1,4-nq, and X = 4BF− or 6PF ).− It has been 

shown that weak antiferromagnetic interaction (J = –0.15 cm–1) operates between Ru(II, III) dimers in the  
2,5-dmdcnqui complex. 

Key words: Ru(II, III) dimer; dicyanobenzoquinonediimine; p-quinones ; polymer complexes 

1. Introduction 

In metal carboxylate dimers ([Ru2(O2CR)4]
m+, m = 0–2) with a lantern-like struc-

ture ruthenium(II, II or II, III) dimers are quite unique, because they are paramagnetic 
with two or three unpaired electrons accommodated in their degenerated π* and δ* 
orbitals based on the metal-metal bond (σ2π4δ2(π*δ*)4 for Ru(II, II) or σ2π4δ2(π*δ*)3 for 
Ru(II, III) electronic configurations), although they have a large zero-field splitting  
(D = ca. 300 cm–1 for Ru(II, II) and ca. 60 cm–1 for Ru(II, III) [1–5]. Recently, there 

_________  
*The paper presented at the 14th Winter School on Coordination Chemistry, Karpacz, Poland, 6–10 

December, 2004. 
**Corresponding author, e-mail: handam@riko.shimane-u.ac.jp 
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have been many efforts to use these dimers as building blocks in combination with bridg-
ing ligands to produce new magnetic materials [6–13]. We have studied polynuclear and 
oligonuclear compounds of ruthenium(II, II or II, III) carboxylate dimers ([Ru2(O2CR)4]

+/0), 
linked by nitronylnitroxide radicals [14–20] and N,N’-didentate ligands such as pyrazine 
and 4,4′-bipyridine [21, 22]. Beside these linkage ligands, the electron acceptors 7,7,8,8-te- 
tracyanoquinodimethane (tcnq) and 9,10-anthraquinone (9,10-aq) have also been employed 
in combination with ruthenium(II, III) pivalate dimers to produce the tetranuclear com-
plexes [{Ru2(O2CCMe3)4(H2O)}2(L)](BF4)2 (1: L = tcnq, and 2: L = 9,10-aq) [23, 24], of 
which the “dimer-of-dimers” structures were crystallographically determined for 1. It has 
also been confirmed that tcnq and 9,10-aq work as neutral linkage ligands and mediate 
weak magnetic interactions between dimetal units in the tetranuclear complexes 1 and 2.  

In this study, we used 2,5-dimethyl-N,N'-dicyanobenzoquinonediimine (2,5-dmdcnqi), 
1,4-benzoquinone (1,4-bq), and 1,4-naphthoquinone (1,4-nq) (Scheme 1a) for the reaction 
with the ruthenium(II, III) pivalate dimer (Scheme 1b) in benzene. The obtained com-
pounds were found to be polynuclear chain complexes, described as [Ru2(O2CCMe3)4 

(L)]nXn, where L = 2,5-dmdcnqi, 1,4-bq, or 1,4-nq, and X = 4BF− or 6PF .−  

 
Scheme 1 

2. Experimental 

Preparations. The tetrafluoroborate and hexafluorophosphate salts, [Ru2(O2CC 
Me3)4(H2O)2]X (X = 4BF−  or 6PF− ) and 2,5-dmdcnqi were prepared according to 
methods reported in literature [25, 26]. The p-quinones 1,4-bq and 1,4-nq were used 
as supplied by Wako Chemicals. 
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[Ru2(O2CCMe3)4(2,5-dmdcnqi)]n(BF4)n·2.5nH2O (3). 50 mg (0.069 mmol) of 
[Ru2(O2CCMe3)4(H2O)2]BF4 was put into a Schlenk tube and heated to 60 °C under 
vacuum for one hour in order to remove the axial water molecules, and then dissolved 
in benzene (5 cm3) under argon. A benzene solution (10 cm3) of 2,5-dmdcnqi (25 mg, 
0.136 mmol) was subsequently added to the tube and stirred overnight with the water-
removed tetrafluoroborate salt at room temperature under argon. The resultant pre-
cipitate was collected by filtration, washed with benzene, and dried under vacuum to 
give a brown powder. The yield was 42 mg (67% based on [Ru2(O2CCMe3)4 

(H2O)]BF4). Anal. Found C, 38.83; H, 5.01; N, 6.39. Calcd. for C30H49BF4N4O10.5Ru2: 
C, 39.05; H, 5.35; N, 6.07. IR (KBr) ν(CN) 2174, 2110, νas(CO2) 1481, νs(CO2) 1419, 
ν( 4BF− ) 1080 cm–1. 

[Ru2(O2CCMe3)4(1,4-bq)]n(PF6)n (4). This compound was obtained as a brown 
powder from a reaction of the anhydrous hexafluorophosphate salt, which was obtained 
by heating [Ru2(O2CCMe3)4(H2O)2]PF4 (30 mg, 0.038 mmol) to 120 °C under vacuum, 
with 1,4-bq (4.5 mg, 0.042 mmol) in benzene using the same method as for 3. The yield 
was 19 mg (58% based on [Ru2(O2CCMe3)4(H2O)2]PF6). Anal. Found C, 36.20; H, 
4.51. Calcd. for C26H40F6O10PRu2: C, 36.33; H, 4.69. IR (KBr) ν(CO) 1657, 
1600, νas(CO2) 1485, νs (CO2) 1420, ν( 6PF− ) 844 cm–1. 

[Ru2(O2CCMe3)4(1,4-nq)]n(PF6)n·3nH2O (5). This compound was obtained as 
a reddish-brown powder by treating [Ru2(O2CCMe3)4(H2O)2]PF6 (30 mg, 0.038 mmol) 
with 1,4-nq (7 mg, 0.044 mmol) in the same way as 4. The yield was 17 mg (46% 
based on [Ru2(O2CCMe3)4(H2O)2]PF6). Anal. Found C, 37.09; H, 4.64. Calcd. for 
C30H48F6O13PRu2: C, 37.39; H, 5.02. IR (KBr) ν(CO) 1662, 1642, νas(CO2) 1484, 
νs(CO2) 1420, ν ( 6PF− ) 850 cm–1. 

Measurements. Elemental analyses for carbon, hydrogen, and nitrogen were car-
ried out using a Perkin-Elmer Series II, CHN/O Analyzer. Infrared spectra (KBr pel-
lets) and electronic spectra were measured with JASCO IR-700 and Shimadzu UV-
3100 spectrometers, respectively. Magnetic susceptibilities were measured on a Quan-
tum Design MPMS-5S SQUID susceptometer, operating at a magnetic field of 0.5T 
over the temperature range of 4.5−300 K. Susceptibilities were corrected for the dia-
magnetism of constituent atoms using Pascal’s constant [27]. Effective magnetic mo-
ments were calculated from the equation: μeff = 2.828(χT) 1/2, where χ is the magnetic 
susceptibility per Ru(II, III) dimer unit. 

3. Results and discussion 

Elemental analyses of the complexes obtained showed the stoichiometry of 
[Ru2(O2CCMe3)4]

+:L = 1:1, which is consistent with that for the polynuclear chain 
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structure of [Ru2(O2CCMe3)4(L)]nXn (L = 2,5-dmdcnqi and X = 4BF−  for complex 3;  

L = 1,4-bq and X = 6PF−  for complex 4; L = 1,4-nq and X = 6PF−  for complex 5). 
These complexes are not stable in air because they easily replace their axial ligands 
with atmospheric water molecules, although 3 is relatively stable compared to 4 and 5. 
It is noteworthy that the complex formation did not occur for the reactions of the 
tetrafluoroborate salt [Ru2(O2CCMe3)4(H2O)2]BF4 with 1,4-bq and 1,4-nq. It is unclear 
why the complex formation occurred in the case of 9,10-aq and gave the tetranuclear 
complex [{Ru2(O2CCMe3)4(H2O)}2(9,10-aq)](BF4)2 (2). 

In the IR spectra of the powder samples (KBr pellets) of complexes 3–5 there are 
two strong bands for each complex: at 1419 and 1481 cm–1 for 3, 1420 and 1485 cm–1 
for 4, and 1420 and 1484 cm–1 for 5. They are assigned to carbonyl stretching modes 
of the carboxylato group in the Ru(II, III) dimeric core, because the parent dimer 
complexes [Ru2(O2CCMe3)4(H2O)2]X (X = 4BF−  or 6PF− ) show bands at 1420 and 
1490 cm–1 [18, 22, 24]. The other carbonyl stretching bands, observed at 1600 and 
1657 cm–1 for 4, and at 1642 and 1662 cm–1 for 5, originate from the linkage  
p-quinones 1,4-bq and 1,4-nq [28]. The bands based on the CN group of 2,5-dmdcnqi 
appear at 2216 and 2104 cm–1 for 3 [29, 30]. The bands at 1080 for 3, 844 for 4, and 
850 cm–1 for 5 are due to the counter ions 4BF−  and 6PF−  [31]. These IR-spectral results 
strongly support the formation of the polynuclear chain complexes [Ru2(O2CCMe3)4(L)]X, 
where L = 2,5-dmdcnqi, 1,4-bq, or 1,4-nq, and X = 4BF−  or 6PF− . 

 
Fig. 1. Reflectance spectra of 3, 4 and 5 

Diffuse reflectance spectra of 3−5 are displayed in Fig. 1. All of the complexes have 
absorption bands ascribed as the δ(Ru2)→δ*(Ru2) transition within the Ru(II, III) dimeric 
core around 1000 nm, though the band of 3 appears as a shoulder, due to the intensive band 
in the visible region (below 800 nm) assigned to the δ*/π*(Ru2) →σ*(Ru–O) transition and 



Polynuclear chain complexes of ruthenium(II, III) pivalate dimers 

 

769 

considered to be red-shifted to this region by the stronger σ-donation of 2,5-dmdcnqi [22]; 
the parent complex, [Ru2(O2CCMe3)4(H2O)2]BF4, shows a corresponding band at 545 nm 
in addition to the δ(Ru2)→δ*(Ru2) transition band at 990 nm [22]. 

 
Fig. 2. Temperature dependence of the effective magnetic moment of 3. 

The solid line was calculated for the parameters described in the text 

Magnetic-susceptibility data could be obtained only for complex 3, because of the 
relative instability of complexes 4 and 5, which decomposed before being  measured. 
The temperature dependence of the magnetic moment of 3 is displayed in Fig. 2. The 
moment at room temperature (300 K) is 4.10μB, which is slightly larger than the spin-
only value calculated for the three unpaired electrons within the Ru(II, III) dimeric 
core (3.87μB) and slightly lower than that of the parent complex [Ru2(O2CCMe3)4 

(H2O)2]BF4 (4.31μB at 300 K) [18]. The moment decreases slowly when temperature 
falls from 300 K to 10 K, and then drops relatively rapidly until 4.5 K (the lower end 
of the measured temperatures). This behaviour is considered to originate from the 
antiferromagnetic interaction between Ru(II, III) dimers, as well as from the zero-field 
splitting within the dimeric core; no drop in the low temperature range (below ca. 
10 K) was found for [Ru2(O2CCMe3)4(H2O)2]BF4 [32]. The model illustrated in 
Scheme 2 was applied in order to analyze the magnetic behaviour, using a molecular-
field approximation for the interaction between Ru(II, III) dimers (z, the number of 
neighboring spin centers, is set to 2 in approximation) [3,18,22,27,33]. As shown by 
the solid line in Fig. 2, the temperature-dependent profile could be roughly repro-
duced with J = –0.15cm–1, D = 20 cm–1 (the parameter for zero-field splitting), and  
g = 2.1 (the g factor). The calculated line somewhat disagrees with the experimental 
values at low temperatures (T below ca. 50 K), implying that an improved model that 
includes parameters for interactions other than those in Scheme 2 may be needed to 
complete the analysis, which may be possible when the crystal structure is given for 3. 
It is obvious that a weak antiferromagnetic interaction exists between the Ru(II, III) 
dimmers, because the drop in the moment below 10 K cannot be reproduced without 
the J value (–0.15 cm–1). The value of J for 3 is the same as that for the tcnq-bridged 
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Scheme 2 

tetranuclear complex 1 (J = –0.15 cm–1) [23]. The value of D for 3 (20 cm–1) is relatively 
small, but considered not to be unusual – similarly small values have been observed for 
complexes of ruthenium(II, III) carboxylate dimers [20, 34]. 

4. Conclusions 

Polynuclear chain complexes [Ru2(O2CCMe3)4(L)]X (L = 2,5-dmdcnqi, 1,4-bq, or 
1,4-nq; X = 4BF−  or 6PF− ) were obtained by reactions in benzene between ruthenium 
(II, III) pivalate dimers and the corresponding linkage ligands with an electron-
accepting nature. Complexes with 1,4-bq and 1,4-nq were unstable in air, but the 
complex with 2,5-dmdcnqi was stable enough to be employed in magnetic measure-
ment. It was found that the magnetic interaction between Ru(II, III) dimers through 
the linkage ligands is weakly antiferromagnetic (J = –0.15 cm–1). 
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Synthesis and structural characterization of  
a series of transition metal complexes with a tetradentate 

Schiff-base ligand derived from salicylaldehyde  
and 2-(2-aminoethylamino)ethanol* 

M. MIKURIYA
**, K. MATSUNAMI 

Department of Chemistry and Open Research Center for Coordination Molecule-based Devices,  
School of Science and Technology, Kwansei Gakuin University, 2-1 Gakuen, Sanda 669-1337, Japan 

A series of transition metal complexes with 1-[(2-hydroxyethyl)amino]-2-(salicylideneamino)ethane 
(H2hase), [V(Hhase)2]Cl (1), [VO2(Hhase)] (2), [Cr(Hhase)2]Cl (3), [Mn(Hhase)2]Cl (4), [Fe(Hhase)2]Cl 
(5), [Co(Hhase)2]Cl (6), [Co(Hhase)2]Br (7), [Co(Hhase)2]I (8), [Co(Hhase)2]NO3 (9), [Co(Hhase)2]NCS 
(10), [Co(Hhase)2]ClO4 (11), and [Co(Hhase)2]CH3CO2·H2O (12), have been synthesized by template 
reactions of salicylaldehyde and 2-(2-aminoethylamino)ethanol with metal salts and characterized by 
infrared and electronic spectra and magnetic moments. The molecular structures of these complexes were 
determined by single-crystal X-ray structure analysis. All complexes, except for 2, are mononuclear with 
an octahedral metal(III) ion, and the two Hhase ligands act as a meridional tridentate chelate forming 
hydrogen bonds with the counter anion. The two Hhase ligands are arranged so that the imino-nitrogen 
atoms are trans, while the phenoxo-oxygen atoms and the amino-nitrogen atoms are cis. Complex 2 
comprises two vanadium (V) atoms with dioxo-bridges. A similar template reaction with copper(II) af-
forded [Cu(salen)] (H2salen = N,N′-bis (salicylidene)ethylendiamine) (13) in a low yield. 

Key words: Schiff-base; first transition metal complex 

1. Introduction 

There has been a considerable interest in the coordination chemistry of Schiff-base 
ligands, because of their feasibleness to make various kinds of metal complexes [1, 2]. 
This has resulted in a vast number of reports on Schiff-base metal complexes. Espe-
cially, salen-type tetradentate ligands (H2salen = N,N′-bis(salicylidene)ethylendiami- 
ne) have been known since 1933 [3], their complexes became a standard system in 
_________  

*The paper presented at the 14th Winter School on Coordination Chemistry, Karpacz, Poland,  
6–10 December, 2004. 

**Corresponding author, e-mail: junpei@ksc.kwansei.ac.jp 
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coordination chemistry, and their application as inorganic-organic composite materi-
als was examined. We have been engaged in the chemistry of metal Schiff-base com-
pounds with bridging groups [4–14]. Among Schiff-base-ligands, 1-[(2-hydroxy- 
ethyl)amino]-2-(salicylideneamino)ethane (H2hase) is a unique ligand, which has 
a phenolic atom and alcoholic oxygen atom as potential bridging groups [9].  

 
H2hase 

Although complexes of Schiff-base ligands have been reported for a number of 
transition metals, only a few crystal structures of metal complexes with 1-[(2-hy- 
droxyethyl)amino]-2-(salicylideneamino)ethane have been reported. In the case of the 
manganese(III) complex, [Mn(Hhase)2]Br, the two Hhase ligands coordinate to the 
metal atom meridionally, forming intramolecular hydrogen bonds with the counter 
anion [9]. This intramolecular hydrogen bonding could be interesting for potential 
inorganic-organic composite materials, because it may contribute to the stability of 
the metal complex and some functionalities such as anion-binding. Nonetheless, there 
are still few examples of metal complexes having intramolecular hydrogen bonds. In 
order to obtain more information on the coordination chemistry of this ligand, we 
have undertaken a systematic effort to prepare and structurally characterize the com-
plexes formed by the Schiff-base ligand and first row transition metals, because the 
intra-hydrogen-bonding system is the case for the manganese(III) ion and no other 
such metal complexes are known to form for other metal ions. Herein we report our 
findings on vanadium(III), chromium(III), manganese(III), iron(III), and cobalt(III) 
complexes with the Schiff-base ligand H2hase. 

2. Experimental 

Syntheses of the complexes. All reagents and solvents were purchased from 
commercial sources and used as received. All syntheses were performed under aero-
bic condition, except where specifically mentioned. 

[V(Hhase)2]Cl (1). The manipulation for the preparation of this compound was 
carried out under Ar using standard Schlenk techniques. To an ethanol (10 ml) solu-
tion containing 2-(2-aminoethylamino)ethanol (120 mg, 1.2 mmol) and salicyl- 
aldehyde (103 mg, 0.84 mmol), vanadium(III) chloride (32 mg, 0.20 mmol) was added 
while stirring. The solution was placed at room temperature for three days. Purple 
plates were deposited and collected by filtration and dried in vacuo over P2O5: Yield 
33 mg (33% on the basis of vanadium(III) chloride used). Found: C, 52.58; H, 5.99; 
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N, 11.35%. Calcd. for C22H30ClN4O4V: C, 52.75; H, 6.04; N, 11.19%. IR(hexachloro-1,3 
-butadiene, cm–1): ν(OH) 3460 (sh), 3336; ν(NH) 3130, 3058; ν(C=N) 1613. μeff (288 K), 
μB 2.71. ΛM (MeOH), S·mol–1·cm2 120 (lit, range for 1:1 electrolytes [15], 80–115 
S·mol–1·cm2). Diffuse reflectance spectrum: λmax, nm 357, 525 sh. Electronic spectrum in 
MeOH λmax, nm (ε, dm3·mol–1·cm–1) 312 (6030), 357 (7170), 395 sh (4660). 

[VO2(Hhase)] (2). To an ethanol (10 ml) solution of 2-(2-aminoethyl- 
amino)ethanol (128 mg, 1.2 mmol) and salicylaldehyde (103 mg, 0.64 mmol), vana-
dium(IV) oxydichloride (32 mg, 0.24 mmol) was added while stirring. The mixture was 
then filtered to remove any material that did not dissolve. After the filtrate was allowed to 
stand for one day at room temperature in air, pale yellow crystals appeared, which were 
filtered and dried in vacuo over P2O5: yield, 26 mg (42% on the basis of vanadium(IV) 
oxydichloride used). Found: C, 45.63; H, 5.18; N, 9.75%. Calcd. for C11H15N2O4V: 
C, 45.53; H, 5.21; N, 9.65%. IR(hexachloro-1,3-butadiene, cm–1)ν(OH) 3334 (br); ν(NH) 
3200 (s); ν(C=N) 1643 (s)). μeff (288 K), μB diamagnetic. ΛM (MeOH), S·mol–1·cm2 20. 
Diffuse reflectance spectrum: λmax, nm 261, 351. Electronic spectrum in MeOH λmax, nm 
(ε, dm3·mol–1·cm–1) 253 (10 700), 315 (3680), 480sh (800). 

[Cr(Hhase)2]Cl (3). 2-(2-Aminoethylamino)ethanol (122 mg, 1.2 mmol) and sali-
cylaldehyde (103 mg, 0.84 mmol) were dissolved in ethanol (10 ml), then chro-
mium(III) chloride hexahydrate (28 mg, 0.11 mmol) was added while stirring. After 
the mixture was allowed to stand for ten days at room temperature, dark-brown crys-
tals appeared, which were filtered and dried in vacuo over P2O5: yield, 28 mg (51% on 
the basis of chromium(III) chloride hexahydrate used). Found: C, 52.32; H, 6.08; N, 
10.91%. Calcd. for C22H30ClCrN4O4: C, 52.64; H, 6.02; N, 11.16%. IR(hexa- 
chloro-1,3-butadiene, cm–1) ν (OH) 3420 (sh), 3336 (br); ν (NH) 3130 (s), 3058 (s); 
ν (C=N) 1613 (s). μeff (288 K), μB 3.65. ΛM (MeOH), S·mol–1·cm2 75. Diffuse reflec-
tance spectrum: λmax, nm 266, 417, 500 (sh), 625 (sh). Electronic spectrum in MeOH 
λmax, nm (ε, dm3·mol–1·cm–1) 273 (18800), 397 (3570), 500sh (229). 

 [Mn(Hhase)2]Cl (4). 2-(2-Aminoethylamino)ethanol (122 mg, 1.2 mmol) and 
salicylaldehyde (103 mg, 0.84 mmol) were dissolved in ethanol (10 ml), then manga-
nese(II) chloride tetrahydrate (43 mg, 0.22 mmol) was added while stirring. The solu-
tion was allowed to stand for three days to give dark brown crystals, which were col-
lected by filtration and dried in vacuo over P2O5: yield, 56 mg (51% on the basis of 
manganese(II) chloride tetrahydrate used). Found: C, 52.34; H, 6.21; N, 11.10%. 
Calcd. for C22H30ClMnN4O4: C, 52.36; H, 5.99; N, 11.24%. IR(hexachloro 
-1,3-butadiene, cm–1) ν (OH) 3420 (sh), 3356 (br); ν (NH) 3176 (s), 3032 (s); ν (C=N) 
1616 (s). μeff (288 K), μB 5.12. ΛM (MeOH), S·mol–1·cm2 83. Diffuse reflectance 
spectrum: λmax, nm 277, 403, 525sh, 1350. Electronic spectrum in MeOH λmax, nm  
(ε, dm3·mol–1·cm–1) 241 (21900), 300 (9780), 390 (2910), 580 (234). 

[Fe(Hhase)2]Cl (5). 2-(2-Aminoethylamino)ethanol (122 mg, 1.2 mmol) and sali-
cylaldehyde (103 mg, 0.84 mmol) were dissolved in ethanol (10 ml), then iron(III) 
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chloride hexahydrate (33 mg, 0.12 mmol) was added while stirring. The solution was 
allowed to stand for three days to give dark brown crystals, which were collected by 
filtration and dried in vacuo over P2O5: yield, 45 mg (73% on the basis of iron(III) 
chloride hexahydrate used). Found: C, 52.18; H, 5.99, N, 11.38%. Calcd. for 
C22H30FeN4O4Cl: C, 52.24; H, 5.98; N, 11.08%. IR(hexachloro-1,3-butadiene, cm–1) 
ν(OH) 3440 (sh), 3340 (br); ν(NH) 3114 (s), 3058 (s); ν(C=N) 1622 (s). μeff (288 K), 
μB 5.68. ΛM (MeOH), S·mol–1·cm2, 86. Diffuse reflectance spectrum: λmax, nm 325, 
537, 634. Electronic spectrum in MeOH λmax, nm (ε, dm3·mol–1·cm–1) 260 (26100), 
321 (8740), 501 (1840). 

[Co(Hhase)2]Cl (6). 2-(2-Aminoethylamino)ethanol (158 mg, 1.5 mmol) and sali-
cylaldehyde (124 mg, 1.0 mmol) were dissolved in ethanol (10 ml), then cobalt(II) 
chloride hexahydrate (37 mg, 0.16 mmol) was added while stirring. The solution was 
left to stand for three days at room temperature to give dark brown crystals, which 
were collected by filtration and dried in vacuo over P2O5: yield, 41 mg (50% on the 
basis of cobalt(II) chloride hexahydrate used). Found: C, 52.14; H, 6.02; N, 11.06%. 
Calcd. for C22H30ClCoN4O4: C, 51.93; H, 5.94; N, 11.01%. IR(hexachloro-1,3 
-butadiene, cm–1) ν (OH) 3440 (sh), 3338 (br); ν (NH) 3112 (s), 3042 (s); ν (C=N) 
1640 (s).μeff (288 K), μB diamagnetic. ΛM (MeOH), S·mol–1·cm2 79. Diffuse reflectance 
spectrum: λmax, nm 306, 394, 484, 641, 1200. Electronic spectrum in MeOH λmax, nm 
(ε, dm3·mol–1·cm–1) 246 (52800), 300 (8810), 385 (5380), 475 (881), 640 (95). 

[Co(Hhase)2]Br (7). The complex was prepared in the same way as Co(Hhase)2]Cl, 
except that cobalt(II) bromide hexahydrate was used instead of cobalt(II) chloride 
hexahydrate: yield, 46 mg (69% on the basis of cobalt(II) bromide hexahydrate used). 
Found: C, 47.97; H, 5.49; N, 10.13%. Calcd. for C22H30BrCoN4O4: C, 47.75; H, 5.46; 
N, 10.13%. IR(hexachloro-1,3-butadiene, cm–1) ν (OH) 3460 (sh), 3358 (br); ν (NH) 
3114 (s), 3058 (s); ν (C=N) 1640 (s). μeff (288 K), μB diamagnetic. ΛM (MeOH), 
S·mol–1·cm2 88. Diffuse reflectance spectrum: λmax, nm 307, 400, 490, 646. Electronic 
spectrum in MeOH λmax, nm (ε, dm3·mol–1·cm–1) 246 (40700), 300 (7890), 385 (4360), 
475 (868), 639 (87). 

[Co(Hhase)2]I (8). The complex was prepared in the same way as [Co(Hhase)2]Cl, 
except that cobalt(II) iodide hexahydrate was used instead of cobalt(II) chloride hexa-
hydrate: yield, 44 mg (67% on the basis of cobalt(II) iodide hexahydrate used). 
Found: C, 44.02; H, 5.04; N, 9.33%. Calcd. for C22H30CoIN4O4: C, 44.26; H, 5.10; N, 
9.30%. IR(hexachloro-1,3-butadiene, cm–1) ν (OH) 3390 (br); ν (NH) 3104 (s); 
ν (C=N) 1636 (s). μeff (288 K), μB diamagnetic. ΛM (MeOH), S·mol–1·cm2 94. Diffuse 
reflectance spectrum: λmax, nm 303, 396, 481, 642. Electronic spectrum in MeOH  
λmax, nm (ε, dm3·mol–1·cm–1) 235 (41700), 305 (7350), 385 (4570), 470 (833), 641 (100). 

[Co(Hhase)2]NO3 (9). The complex was prepared in the same way as [Co(Hhase)2]Cl, 
except that cobalt(II) nitrate hexahydrate was used instead of cobalt(II) chloride hexahy-
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drate: yield, 17 mg (24% on the basis of cobalt(II) nitrate hexahydrate used). Found: C, 
49.44; H, 5.83; N, 13.22%. Calcd. for C22H30CoN5O7: C, 49.35; H, 5.65; N, 13.08%. 
IR(hexachloro-1,3-butadiene, cm–1) ν(OH) 3396 (br); ν(NH) 3190 (s), 3046 (s); ν(C=N) 
1639 (s). μeff (288 K), μB diamagnetic. ΛM (MeOH), S·mol–1·cm2 96. Diffuse reflec-
tance spectrum: λmax, nm 304, 397, 482, 645. Electronic spectrum in MeOH λmax, nm 
(ε, dm3·mol–1·cm–1) 246 (49200), 300 (8890), 385 (4860), 475 (961), 642 (99). 

[Co(Hhase)2]NCS (10). The complex was prepared in the same way as 
[Co(Hhase)2]Cl, except that cobalt(II) thiocyanate was used instead of cobalt(II) chloride 
hexahydrate: yield, 76 mg (65% on the basis of cobalt(II) thiocyanate used). Found:  
C, 51.69; H, 5.64; N, 13.30%. Calcd. for C23H30CoN5O4S: C, 51.97; H, 5.69; N, 13.18%. 
IR(hexachloro-1,3-butadiene, cm–1) ν(OH) 3352 (br); ν(NH) 3212 (s), 3158 (s); ν(C=N) 
1643 (s). μeff (288 K), μB diamagnetic. ΛM (MeOH), S·mol–1·cm2 90. Diffuse reflectan- 
ce spectrum: λmax, nm 305, 392, 478, 645. Electronic spectrum in MeOH λmax, nm 
(ε, dm3·mol–1·cm–1) 246 (40100), 300 (7140), 385 (4370), 475 (761), 642 (90). 

[Co(Hhase)2]ClO4 (11). The complex was prepared in the same way as 
[Co(Hhase)2]Cl, except that cobalt(II) perchlorate hexahydrate was used instead of 
cobalt(II) chloride hexahydrate: yield, 35 mg (51% on the basis of cobalt(II) perchlo-
rate hexahydrate used). Found: C, 46.10; H, 5.66; N, 9.80%. Calcd. for 
C22H30ClCoN4O12: C, 46.12; H, 5.28; N, 9.78%. IR(hexachloro-1,3-butadiene, cm–1) 
ν (OH) 3510 (br); ν (NH) 3234 (s); ν (C=N) 1633 (s). μeff (288 K), μB diamagnetic. 
ΛM (MeOH), S·mol–1·cm2 119. Diffuse reflectance spectrum: λmax, nm 304, 396, 479, 
639. Electronic spectrum in MeOH λmax, nm (ε, dm3·mol–1·cm–1) 251 (38900), 305 
(4700), 386 (3810), 480 (473), 645 (85). 

[Co(Hhase)2]CH3CO2·H2O (12). The complex was prepared in the same way as 
[Co(Hhase)2]Cl, except that cobalt(II) acetate tetrahydrate was used instead of cobalt(II) 
chloride hexahydrate: yield, 28 mg (34% on the basis of cobalt(II) acetate tetrahydrate 
used). Found: C, 52.36; H, 6.41; N, 10.18%. Calcd. for C24H35CoN5O7: C, 52.25; H, 6.26; 
N, 10.45%. μeff (288 K), μB diamagnetic. ΛM (MeOH), S·mol–1·cm2 67. Diffuse reflectance 
spectrum: λmax, nm 307, 389, 475, 627. Electronic spectrum in MeOH λmax, nm  
(ε, dm3·mol–1·cm–1) 246 (44000), 305 (7860), 384 (4500), 470 (879), 639 (93). 

[Cu(salen)] (13). 2-(2-Aminoethylamino)ethanol (100 mg, 0.96 mmol) and salicy-
laldehyde (90 mg, 0.74 mmol) were dissolved in ethanol (5 ml), then copper(II) chlo-
ride dihydrate (32 mg, 0.19 mmol) was added while stirring. After adding 50 mg  
(0.85 mmol) of triethylamine, the resulting solution was allowed to stand for two 
weeks to give dark violet crystals, which were collected by filtration and dried in 
vacuo over P2O5: yield, 8 mg (13% on the basis of copper(II) chloride dihydrate used). 
IR(hexachloro-1,3-butadiene, cm–1) ν (C=N) 1646, 1628. 



M. MIKURIYA, K. MATSUNAMI 778 

Measurements. Carbon, hydrogen, and nitrogen analyses were carried out using 
a Perkin-Elmer 2400 Series II CHNS/O Analyzer. Infrared spectra were recorded with 
a JASCO Infrared Spectrometer model IR700 in the 4000–400 cm–1 region on a hexa-
chloro-1,3-butadiene mull. Electronic conductivities were measured on a Horiba con-
ductivity meter DS-14. Electronic spectra were measured with a Shimadzu UV-vis 
–NIR Recording Spectrophotometer Model UV-3100. Room-temperature magnetic 
moments were determined with a Sherwood MSB-AUTO magnetic susceptibility 
balance. Susceptibilities were corrected for the diamagnetism of the constituent atoms 
using Pascal’s constants [16]. The effective magnetic moments were calculated from 

the equation eff M2.828 Tμ χ= , where χM is the molar magnetic susceptibility. 

 X-Ray crystal structure analysis. Unit-cell parameters and intensities were 
measured on an Enraf–Nonius CAD4 diffractometer using graphite-monochromated 
Mo-Kα radiation at 25±1 °C. Unit-cell parameters were determined by least-squares 
refinement based on 25 reflections with 20° ≤ 2θ ≤30°.  

Table 1. Crystal data of the complexes 

Complex [V(Hhase)2]Cl (1) [VO2(Hhase)] (2) [Cr(Hhase)2]Cl (3) 

Formula C22H30VN4O4Cl C11H15VN2O4 C22H30CrN4O4Cl 

F.W. 500.90 290.19 501.95 
Crystal system monoclinic monoclinic monoclinic 
Space group P21/n P21/n P21/n 
a, Å 9.885(6) 11.239(5) 9.918(6) 
b, Å 24.97(1) 6.830(2) 24.81(1) 
c, Å 10.514(6) 16.052(8) 10.445(7) 
β , ° 115.63(3) 105.20(2) 116.08(3) 
V, Å3 2339(2) 1189(1) 2309(2) 
Z 4 4 4 
Dm, g·cm–3 1.40 1.43 1.44 
Dc, g·cm–3 1.42 1.44 1.44 
μMo-Kα, cm–1 5.59 8.062 6.336 
Crystal size, mm 0.35×0.30×0.20 0.43×0.23×0.20 0.40×0.35×0.15 
F(000) 1048 600 1052 
2θ range, ° 1.0–48.0 1.0–50.0 1.0–48.0 
Total No.  
of observed reflections 

3765 2305 3731 

No. of observations 
(I > 3σ���) 1384 1111 1752 

Total No. of variables 289 163 289 
h;k;l range –11/11; 0/28; 0/12 –13/13; 0/8; 0/19 –11/11; 0/28; 0/12 
Largest diff. peak, eÅ–3 0.299 0.615 0.291 
R 0.047 0.059 0.048 
Rw 0.052 0.068 0.055 
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Table 1 (continued) 

Complex [Mn(Hhase)2]Cl (4) [Fe(Hhase)2]Cl (5) 

Formula C22H30MnN4O4Cl C22H30FeN4O4Cl 

F.W. 504.90 505.80 
Crystal system monoclinic monoclinic 
Space group P21/n P21/n 
a, Å 9.880(3) 9.857(3) 
b, Å 25.299(3) 24.936(3) 
c, Å 10.437(3) 10.470(3) 
β / ° 116.59(1) 115.71(1) 
V, Å3 2232.9(9) 2318(1) 
Z 4 4 
Dm, g·cm–3 1.43 1.46 
Dc, g·cm–3 1.44 1.45 
μMo-Kα, cm–1 6.931 7.999 
Crystal size, mm 0.30×0.24×0.21 0.40×0.25×0.17 
F(000) 1056 1060 
2θ range, ° 1.0–48.0 1.0–46.0 
Total No. of observed reflections 3757 3315 
No. of observations 
(I > 3σ)  

2412 2420 

Total No. of variables 289 289 
h;k;l range –11/11; 0/29; 0/11  –10/10; 0/29; 0/11 
Largest diff. peak, eÅ–3 0.488 0.273 
R 0.037 0.031 
Rw 0.040 0.033 

 

Complex [Co(Hhase)2]Cl (6) [Co(Hhase)2]Br (7) [Co(Hhase)2]I (8) 

Formula C22H30CoN4O4Cl C22H30CoN4O4Br C22H30CoN4O4I 

1 2 3 4 
F.W. 508.89 553.34 600.34 
Crystal system monoclinic monoclinic monoclinic 
Space group P21/n P21/n P21/n 
a, Å 9.828(3) 9.806(2) 9.788(2) 
b, Å 24.913(3) 25.070(3) 24.344(3) 
c, Å 10.427(3) 10.486(3) 11.080(3) 
β , ° 115.89(1) 115.041(9) 111.11(1) 
V , Å3 2297(1) 2335.6(9) 2463(1) 
Z 4 4 4 
Dm, g·cm–3 1.50 1.63 1.62 
Dc, g·cm–3 1.49 1.60 1.62 
μMo-Kα, cm–1 8.968 24.63 19.67 
Crystal size, mm 0.37×0.25×0.19 0.43×0.18×0.17 0.45×0.21×0.19 
F(000) 1072 1136 1208 
2θ range, ° 1.0–47.0 1.0–48.0 1.0–48.0 
Total No. 
of observed reflections 

3471 3764 3973 
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Table 1 (continued) 

1 2 3 4 
No. of observations 
(I > 3σ)  

2420 2258 2812 

Total No. of variables 289 289 289 
h;k;l range –11/11; 0/27; 0/11 –11/11; 0/28; 0/11 –11/11; 0/27; 0/12 
Largest diff. peak, eÅ–3 0.256 0.353 0.614 
R 0.030 0.034 0.039 
Rw 0.033 0.037 0.043 

 

Complex [Co(Hhase)2]NO3 (9) [Co(Hhase)2]NCS (10) [Co(Hhase)2]ClO4 (11) 

Formula C22H30CoN5O8 C23H30CoN5O4S C22H30CoN4O8Cl 

F.W. 551.44 531.52 572.89 
Crystal system P21/n P21/n P21/n 
Space group monoclinic monoclinic monoclinic 
a, Å 9.757(5) 9.798(4) 9.725(2) 
b, Å 25.656(6) 22.402(5) 23.590(3) 
c, Å 10.532(5) 11.485(4) 11.665(3) 
β , ° 114.55(2) 108.11(2) 110.98(1) 
V , Å3 2397(1) 2396(1) 2498(1) 
Z 4 4 4 
Dm, g·cm–3 1.52 1.46 1.53 
Dc, g·cm–3 1.53 1.47 1.52 
μMo-Kα, cm–1 7.628 8.354 8.136 
Crystal size, mm 0.35×0.28×0.24 0.50×0.33×0.27 0.51×0.50×0.25 
F(000) 1120 1112 1192 
2θ range, ° 1.0–48.0 1.0–50.0 1.0–48.0 
Total No. of observed 
reflections 

3859 4337 4019 

No. of observations 
(I > 3σ)  

2043 2258 2812 

Total No. of variables 316 289 289 
h;k;l range –11/11; 0/29; 0/12 –11/11; 0/26; 0/13 –11/11; 0/27; 0/13 
Largest diff. peak, eÅ–3 0.357 0.353 0.614 
R 0.038 0.034 0.039 
Rw 0.040 0.037 0.043 

 

Complex [Co(Hhase)2]CH3CO2·H2O (12) [Cu(salen)] (13) 

Formula C24H35CoN5O7 C16H14CuN2O2 

1 2 3 
F.W. 550.50 329.85 
Crystal system monoclinic monoclinic 
Space group P21/n C2/c 
a, Å 9.658(2) 26.64(1) 
b, Å 23.827(4) 6.969(5) 
c, Å 11.459(3) 14.699(6) 
β , ° 104.59(1) 97.49(2) 
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Table 1 (continued) 

1 2 3 

V , Å3 2552(1) 2705(2) 
Z 4 8 
Dm, g·cm–3 1.45 1.63 
Dc, g·cm–3 1.43 1.62 
μMo-Kα, cm–1 8.436 18.80 
Crystal size, mm 0.40×0.40×0.20 0.40×0.35×0.21 
F(000) 1156 1248 
2θ range, ° 1.0–48.0 1.0–49.0 
Total No. of observed 
reflections 

4113 2463 

No. of observations 
(I > 3σ) 

2403 3188 

Total No. of variables 316 190 
h;k;l range –11/11; 0/23; 0/17 –31/31; 0/8; 0/17 
Largest diff. peak, eÅ–3 0.357 0.484 
R 0.038 0.041 
Rw 0.040 0.054 

 
The crystal data and details of data collection are given in Table 1. Intensity data 

were corrected for Lorentz-polarization effects, but not for absorption. The structures 
were solved by direct methods and refined by the full-matrix least-squares methods. 
All non-hydrogen atoms were refined with anisotropic thermal parameters. Hydrogen 
atoms were inserted at their calculated positions and fixed. The final discrepancy fac-
tors, R = Σ||F0| – |Fc||, Σ|Fo| and Rw = [w (|F0| – |Fc|)

2/ Σw|F0|
2]1/2, are listed in Table 1. 

The weighting scheme, w = 1/[σ2(|F0|) + (0.02|F0|)
2 + 1.0], was employed. All calcu- 

lations were carried out on a VAX station 4000 90A computer using the MolEN pro-
gram package [17].  

3. Results and discussion 

The template reaction of an excess amount of 2-(2-aminoethylamino)ethanol and 
salicylaldehyde in the presence of an appropriate metal chloride in ethanol yielded octa-
hedral trivalent metal complexes with 1-[(2-hydroxyethyl)amino]-2-(salicyli- 
deneamino)ethane, [M(Hhase)2]Cl (M = V (1), Cr (3), Mn (4), and Fe (5)). In the case of 
cobalt, the reaction with cobalt(II) salt gave similar octahedral cations, [Co(Hhase)2]

+, of 
which a variety of salts (6–12) were isolated as crystalline solids. When H2hase was 
reacted with vanadyl chloride in ethanol, pale yellow plates of [VO2(Hhase)] (2) could 
be isolated. On the other hand, reaction mixture solutions did not yield any precipitate in 
the cases of nickel(II) and copper(II) except for [Cu(salen)]. 

The X-ray crystallography of 1 reveals that the complex consists of a six-coordi- 
nate V(III) ion, which has a distorted octahedron with two phenoxo-oxygen atoms, 
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two imino-nitrogen atoms, and two amino-nitrogen atoms of the two Hhase ligands. 
An ORTEP drawing of the complex with an atom-labelling scheme is shown in Fig. 1. 
Selected bond lengths and angles are listed in Table. 2. None of the Schiff-base 
ligands are fully deprotonated and the Hhase ligand acts a meridional tridentate che-
late forming a fused 6-5 chelate ring. The two Hhase ligands are arranged so that the 
imino-nitrogen atoms are trans, while the phenoxo-oxygen atoms and the amino-
nitrogen atoms are cis. The V–O1 and V–O3 distances are 2.002 (7) and 1.861 (7) Å, 
respectively. The V–N2 (2.257 (9) Å) and V–N4 (2.110 (8) Å) distances are noticea-
bly longer than the V–N1 (2.066 (6) Å) and V–N3 (2.069 (6) Å) distances. The elon-
gation of trans V–N bonds relative to V–O can be ascribed to the trans influence of 
the V-phenoxo bonds. Neither of the alcohol groups of the two Hhase ligands are 
coordinated to the central metal atom, but positioned cis to each other, forming hy-
drogen bonds with the chloride ion, as suggested by the distances O2···Cl – 3.30 (1), 
O4···Cl – 3.57 (1), O4′···Cl – 3.452 (8), N2···Cl – 3.135 (8), and N4···Cl – 3.566 (8) Å. 
The effective magnetic moment of 1 is 2.71μB at room temperature. This is close to 
the spin-only value (2.82μB) for a d2 ion. 

Table 2. Selected bond distances (Å) and angles (°) of [M(Hhase)2]Cl 

Bond 
[V(Hhase)2]Cl 

(1) 
[Cr(Hhase)2]Cl 

(3) 
[Mn(Hhase)2]Cl 

(4) 
[Fe(Hhase)2] Cl 

(5) 
[Co(Hhase)2] Cl 

(6) 

M–O1 
M–O3 

2.002(7) 
1.861(7) 

1.933(7) 
1.936(7) 

1.894(3) 
2.040(3) 

1.895(3) 
1.902(3) 

1.896(3) 
1.897(2) 

M–N1 
M–N3 

2.066(6) 
2.069(6) 

2.026(6) 
2.009(6) 

2.001(3) 
2.028(4) 

2.012(2) 
2.000(2) 

1.901(2) 
1.903(2) 

M–N2 
M–N4 

2.257(9) 
2.110(8) 

2.173(8) 
2.150(8) 

2.103(3) 
2.334(4) 

2.115(3) 
2.139(3) 

2.008(3) 
2.027(3) 

O1–M–N1 
O3–M–N3 

83.0(3) 
82.7(3) 

90.0(3) 
90.1(3) 

90.2(1) 
88.1(1) 

90.5(1) 
90.6(1) 

93.6(1) 
93.8(1) 

N1–M–N2 
N3–M–N4 

84.7(3) 
84.8(3) 

81.8(3) 
81.8(3) 

82.1(1) 
79.0(1) 

81.2(1) 
81.4(1) 

84.8(1) 
84.7(1) 

O1–M–N2 
O3–M–N4 

166.9(3) 
165.9(3) 

171.3(2) 
171.8(2) 

172.2(1) 
170.0(1) 

171.6(1) 
171.6(1) 

177.2(1) 
178.3(1) 

O1–M–O3 99.9(3) 92.8(3) 94.4(1) 94.1(1) 90.4(1) 
N1–M–N3 175.6(3) 175.6(3) 174.4(1) 175.1(1) 177.9(1) 
N2–M–N4 87.7(3) 92.0(3) 91.6(1) 91.4(1) 93.7(1) 

 
Contrary to the mononuclear nature of 1, the X-ray crystal analysis of 2 shows the 

structure to be a dinuclear V(V) cluster. As shown in Fig. 2, an ORTEP diagram of 2 
demonstrates that each V(V) ion is six-coordinate with three oxo groups. The first of 
these (V–O3) is a typical V=O distance of 1.618(8) Å. The second and third oxo 
groups are involved in the bridges between V and V′, with distances of 1.673(8) and 
2.463(7) Å for the V–O4 and V–O4′ bonds, respectively. The remaining three coordi-
nation sites are occupied by the phenoxo-oxygen (V–O1 1.919(7) Å), imino-nitrogen 
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(V–N1 2.151(8) Å), and amino-nitrogen (V–N2 2.164(8) Å) atoms of the Hhase 
ligand, with the alcohol group remaining uncoordinated. A similar structure of the 
dinuclear complex prepared by a different method has been reported previously [18]. 
The complex is diamagnetic, being consistent with the d0 configuration of V(V).  

 
Fig. 1. ORTEP drawing of the structure of  

[V(Hhase)2]Cl (1), showing the 35% probability 
thermal ellipsoids and atom labeling scheme 

Fig. 2. ORTEP drawing of the structure of  
[VO2(Hhase)] (2), showing the 35% probability 

thermal ellipsoids and atom labeling scheme 

 
Fig. 3. Diffuse reflectance spectra of [V(Hhase)2] (1) and [VO2(Hhase)] (2) 

The diffuse reflectance spectrum of 2 is shown in Fig. 3 together with that of 1. In 
the UV region, the high-intensity band observed around 350 nm in both complexes 
may be due to a ligand-to-metal charge transfer (LMCT) transition, while the other 
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bands, at still higher energies, can be due to ligand-internal transitions. Contrary to 
the spectra of 2, which lacks d-d bands due to the d0 configuration of V(V), the reflec-
tance spectra of 1 show d-d bands around 525 nm. The d-d bands, however, were hid-
den by a charge transfer band around 357 nm when the spectrum of 1 was measured in 
methanol. 

 

Fig. 4. ORTEP drawing of the structure of 
[Cr(Hhase)2]Cl (3), showing the 35% prob-
ability thermal ellipsoids and atom labeling 

scheme 

 
Fig. 5. Diffuse reflectance spectra of 

[M(Hhase)2]Cl 
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A perspective view of the crystal structure of 3 is shown in Fig. 4. The molecular 
structure of the chromium(III) complex is similar to that of the vanadium(III) complex 
1, showing a more octahedral arrangement around the metal ion. The corresponding 
Cr–O and Cr–N bonds have similar bond lengths: Cr–O1 – 1.933 (7) Å, Cr–O3  
– 1.936(7) Å; Cr–N1 – 2.026(6) Å, Cr–N3 – 2.009(6) Å; Cr–N2 – 2.137(8) Å, Cr–N4 
– 2.150(8) Å. This structural feature may reflect the d3 configuration of Cr(III). The 
magnetic moment of 3 is 3.65μB at room temperature, corresponding the spin-only 
value 3.87μB. Both 2-hydroxyethylamino groups of the two Hhase ligands are posi-
tioned cis with respect to each other, forming hydrogen bonds with the chloride ion, 
as suggested by the distances O2···Cl – 3.188(9), O4···Cl – 3.54(1), O4′···Cl  
– 3.322(7), N2···Cl – 3.145(8), and N4···Cl – 3.476(7) Å. The reflectance spectrum of 
4 is illustrated in Fig. 5. The shoulder bands around 500 and 625 nm may be assigned 
to d–d transitions. The intense band at 417 nm and more intense bands around 266 nm 
may be assigned as a LMCT transition and ligand-internal transitions, respectively. 

Fig. 6. ORTEP drawing of the structure of 
[Mn(Hhase)2]Cl (4), showing the 35% probability 

thermal ellipsoids and atom labeling scheme  

The manganese(III) complex 4 is isomorphous with 1 and 3, and the molecular 
structure of 4 is similar to those of 1 and 3 (Fig. 6). The most significant difference in 
4 is the expected tetragonal Jahn–Teller distortion of the manganese(III) octahedron. 
The Mn–O1 and Mn–O3 bond distances are 1.894(3) and 2.040(3) Å, respectively, for 
the phenoxo oxygen. The lengths of the Mn–N bonds range from 2.001(3) for Mn–N1 
to 2.334(4) Å for Mn–N4 (Mn–N3 – 2.028(4) Å, Mn–N2 – 2.103(4) Å). These differ-
ences in bond lengths are attributed to a Jahn–Teller distortion along the O3-Mn–N4 
axis, arising from the d4 configuration of the manganese centre. This structure is al-
most the same as that found in [Mn(Hhase)2]Br [9]. The intramolecular hydrogen 
bonds O2···Cl, O4···Cl, O4′···Cl, N2···Cl, and N4···Cl have the lengths of 3.175(4), 
3.653(5), 3.330(3), 3.190(4), and 3.470(4) Å, respectively. The magnetic moment of 4 
is 5.12μB at room temperature, which is consistent with a d4 high-spin system (the 
spin-only value is 4.90μB). The reflectance spectrum of 4 is shown in Fig. 5. The low-
est energy band at 1350 nm is assigned to d-d transitions. The shoulder around 525 
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nm and a stronger band at 403 nm may be assigned to the LMCT transition from pπ 
orbitals on the phenoxo oxygen to the half-filled Mn(III) dπ

* and dσ
* orbitals, respec-

tively [19]. The iron(III) complex 5 is isomorphous with 1, 3, and 4, and the molecular 
structure of 5 is similar to those of 1, 3, and 4. In contrast to 4, the corresponding  
Fe–O and Fe–N bonds have similar bond lengths: Fe–O1 – 1.895(3), Fe–O3  
– 1.902(3) Å; Fe–N1 – 2.012(2), Fe–N3 – 2.000(2) Å; Fe–N2 – 2.115(3), Fe–N4  
– 2.139(3) Å (Fig. 7). This may reflect the high–spin d5 electronic configuration. 
There are intramolecular hydrogen bonds between the chloride ion and the alcohol group 
or amino group of the Hhase ligands, as suggested by the distances O2···Cl  
– 3.186(4), O4···Cl – 3.493(4), O4′···Cl – 3.391(3), N2···Cl – 3.175(3), and N4···Cl  
– 3.463(3) Å. In the reflectance spectrum of 5 (Fig. 5), the relatively intense bands around 
537 and 325 nm can be assigned to transitions from the pπ orbital on the phenoxo oxygen 
to the half–filled dπ* and dσ* orbitals on the iron(III) ion, respectively, whereas d–d transi-
tions should be very weak and difficult to detect for iron(III) due to the high–spin state of 
the d5 ion [20]. The magnetic moment of 5 at room temperature(5.68μB) is consistent with 
a d5 high–spin system (the spin-only value is 5.90μB). 

 
 

Fig. 7. ORTEP drawing of the structure of 
[Fe(Hhase)2]Cl (5), showing the 35% probability 

thermal ellipsoids and atom labeling scheme 

Fig. 8. ORTEP drawing of the structure of 
[Co(Hhase)2]Cl (6), showing the 35% probability 

thermal ellipsoids and atom labeling scheme  

The cobalt(III) complex 6 is also isomorphous with 1, 3, 4, and 5. As shown in 
Fig. 8, the molecular structure of 6 is similar to those of 1, 3, 4, and 5. Among the 
present [M(Hhase)2]Cl complexes (M = V, Cr, Mn, Fe, Co), the coordination envi-
ronment around the cobalt(III) ion is closest to a regular octahedral arrangement:  
Co–O1 – 1.896(3) Å, Co–O3 – 1.897(2) Å; Co–N1 – 1.901(2) Å, Co–N3 – 1.903(2) Å; 
Co–N2 – 2.008(3) Å, Co–N4 – 2.027(3) Å. This may arise from a large crystal field 
stabilization energy, which is due to the low–spin d6 electron configuration of the 
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Co(III) centre. There are intramolecular hydrogen bonds between the chloride ion and 
the alcohol group or amino group of the Hhase ligands, as suggested by the distances 
O2···Cl – 3.174(4), O4···Cl – 3.503(4), O4′···Cl – 3.381(3), N2···Cl – 3.160(3), and 
N4···Cl – 3.462(3) Å. Complex 6 is diamagnetic as suggested from the low–spin d6 
configuration. The reflectance spectrum of 6 is shown in Fig. 5. The lower energy 
bands at 641 and 484 nm can be assigned to d–d transitions. The relatively intense 
band at 394 nm may be assigned to the LMCT transition from the pπ orbital on the 
phenoxo oxygen to the Co(III) *

σ
d  orbitals, while the other bands, at still higher ener-

gies, can be due to ligand–internal transitions. Interestingly, the counter anion bound 
to the [Co(Hhase)2]

– moiety via hydrogen bonds can be changed to Br– (7),  
I– (8), 3NO−  (9), NCS– (10), 4ClO−  (11), or 3 2CH CO−  (12) by using a variety of co-
balt(II) salts. All of the crystal structures of 6–12 are isomorphous with each other 
(Figs. 9–14). Selected bond lengths and angles are listed in Table 3.  

 
Fig. 9. ORTEP drawing of the structure of 

[Co(Hhase)2]Br (7), showing the 35% probability 
thermal ellipsoids and atom labeling scheme 

Fig. 10. ORTEP drawing of the structure of 
[Co(Hhase)2]I (8), showing the 35% probability 

thermal ellipsoids and atom labeling scheme 

Bond lengths and angles around the cobalt ion do not differ significantly from 
those in 6 and exhibit an octahedral arrangement: Co–O1 – 1.893(4) Å, Co–O3  
– 1.898(4) Å, Co–N1 – 1.901(4) Å, Co–N3 – 1.902(4) Å, Co–N2 – 2.002(5) Å, and 
Co–N4 – 2.030(4) Å for 7; Co–O1 – 1.879(5) Å, Co–O3 – 1.896(5) Å, Co–N1  
– 1.909(5) Å, Co–N3 – 1.902(5) Å, Co–N2 – 2.008(5) Å, and Co–N4 2.011(5) Å for 
8; Co–O1 – 1.892(3) Å, Co–O3 – 1.899(3) Å, Co–N1 – 1.911(3) Å, Co–N3 – 1.910(3) 
Å, Co–N2 – 2.010(4) Å, and Co–N4 – 2.033(4) Å for 9; Co–O1 – 1.882(5) Å, Co–O3 
– 1.897(5) Å, Co–N1 – 1.900(5) Å, Co–N3 – 1.904(5) Å, Co–N2 – 2.003(6) Å, and 
Co–N4 2.009(6) Å for 10; Co–O1 – 1.872(6) Å, Co–O3 – 1.891(5) Å, Co–N1  
– 1.899(5) Å, Co–N3 – 1.901(5) Å, Co–N2 – 2.006(7), and Co–N4 – 2.017(7) Å for 
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11; Co–O1 – 1.896(4) Å, Co–O3 – 1.880(4) Å, Co–N1 – 1.902(4) Å, Co–N3  
– 1.893(3) Å, Co–N2 – 2.006(4) Å, andCo–N4 – 1.996(4) Å for 12.  

  
Fig. 11. ORTEP drawing of the structure of 

[Co(Hhase)2]NO3 (9), showing the 35% probability 
thermal ellipsoids and atom labeling scheme 

Fig. 12. ORTEP drawing of the structure of 
[Co(Hhase)2]NCS (10), showing the 35% probability 

thermal ellipsoids and atom labeling scheme 

  
Fig. 13. ORTEP drawing of the structure of 

[Co(Hhase)2]ClO4 (11), showing the 35% probability 
thermal ellipsoids and atom labeling scheme 

Fig. 14. ORTEP drawing of the structure of 
[Co(Hhase)2]CH3CO2·H2O (12), showing the 35%  

probability thermal ellipsoids and atom labeling scheme 

There are intramolecular hydrogen bonds between the counter anion or water 
molecule (in the case of 12) and the alcohol group or amino group of the Hhase 
ligands, and the bond lengths are significantly different depending on the size of the 
counter anion, as suggested by the distances O2···Br – 3.303(5), O4···Br – 3.573(6), 
O4′···Br – 3.570(4), N2···Br – 3.342(4), and N4···Br – 3.611(4) Å for 7; O2···I  
– 3.457(7), N2···I – 3.565(5), and N4···I – 3.719(5) Å for 8; O2···O5 – 2.871(8), 
N2···O6 – 3.009(6), and N4···O6 – 3.285(7) Å for 9; O2···N5 – 2.85(1), O4···S  
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Table 3. Selected bond distances (Å) and angles (°) of [Co(Hhase)2]X 

X 

Bond –Cl 
(6) 

–Br 
(7) 

–I 
(8) 

–NO3 
(9) 

–NCS 
(10) 

–ClO4  
(11) 

–CH3CO2·H2O 
(12) 

Co–O1 
Co–O3 

1.896(3) 
1.897(2) 

1.893(4) 
1.898(4) 

1.879(5) 
1.896(5) 

1.892(3) 
1.899(3) 

1.882(5) 
1.897(5) 

1.872(6) 
1.891(5) 

1.896(4) 
1.880(4) 

Co–N1 
Co–N3 

1.910(2) 
1.903(2) 

1.901(4) 
1.902(4) 

1.909(5) 
1.902(5) 

1.911(3) 
1.910(3) 

1.900(5) 
1.904(5) 

1.899(5) 
1.901(5) 

1.902(4) 
1.893(3) 

Co–N2 
Co–N4 

2.008(3) 
2.027(3) 

2.002(5) 
2.030(4) 

2.008(5) 
2.011(5) 

2.010(4) 
2.033(4) 

2.003(6) 
2.009(6) 

2.006(7) 
2.017(7) 

2.006(4) 
1.996(4) 

O1–Co–N1 
O3–Co–N3 

93.6(1) 
93.8(1) 

93.8(2) 
93.5(2) 

93.6(2) 
94.5(2) 

93.5(1) 
93.4(1) 

93.9(2) 
94.3(2) 

94.2(2) 
94.5(3) 

94.7(2) 
94.3(2) 

N1–Co–N2 
N3–Co–N4 

84.8(1) 
84.7(1) 

84.9(2) 
85.1(2) 

85.3(2) 
84.5(2) 

85.2(2) 
84.9(1) 

85.3(2) 
85.3(2) 

85.4(3) 
84.8(3) 

85.4(2) 
85.6(2) 

O1–Co–O3 90.3(1) 90.6(2) 90.9(2) 90.3(1) 91.6(2) 90.7(2) 90.5(2) 
N1–Co–N3 177.9(1) 178.2(2) 178.7(2) 178.7(1) 178.4(2) 179.1(3) 178.8(2) 
N2–Co–N4 93.7(1) 94.2(2) 92.0(2) 93.6(2) 92.8(2) 92.6(3) 92.8(2) 

  
Fig. 15. Diffuse reflectance spectra of 

[Co(Hhase)2]X (X = Cl, Br, I) 
Fig. 16. Diffuse reflectance spectra of [Co(Hhase)2]X 

(X = NO3, NCS, ClO4, CH3CO2·H2O) 

– 3.265(6), and N2···N5 – 3.07(1) Å for 10; O2···O4′ – 2.69(1) Å and O2···O5  
– 3.15(2) Å for 11; O2···OW – 2.79(1), N2···O5 – 2.874(8), and N4···O5 – 3.252(7) Å 
for 12. As can be expected from the almost same structures around the metal centres, 
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the UV–vis spectral features of 7–12 are very similar to that of 6 (Figs. 15 and 16) and 
all of these cobalt(III) complexes are diamagnetic. 

 
Fig. 17. ORTEP drawing of the structure of [Cu(salen)] (13), 

showing the 35% probability thermal ellipsoids and atom labeling scheme 

In the case of the reaction of H2hase with nickel(II) and copper(II) salts, we could 
not receive any precipitation materials. This may be due to difficulties in the oxida-
tion of the metal centre for nickel(II) and copper(II) ions, because an oxidation state 
of three is necessary for the formation of the [M(Hhase)2]X complexes. We could 
barely isolate small amounts of crystals of 13 in the reaction with copper(II) chloride 
dihydrate in ethanol. The X-ray crystal structure analysis of 13, however, revealed 
that the complex is a dinuclear copper(II) complex of salen [Cu(salen)], as shown in 
Fig. 17 – this is a well-known structure of [Cu(salen)] [21]. The formation of the salen 
ligand suggests that an elimination reaction of the hydroxyethyl group of 2-(2-ami- 
noethylamino)ethanol occurs during the template reaction with salicylaldehyde in the 
presence of the copper(II) ion [5]. Triethylamine, which was not used in the other 
cases, may have induced the elimination reaction during the formation of the metal 
complex. 

4. Conclusions 

Reactions of excess amounts of the Schiff-base ligand 1-[(2-hydroxyethyl)amino]-
2-(salicylideneamino)ethane(H2hase) with an appropriate metal chloride in ethanol 
yielded octahedral the trivalent metal complexes [M(Hhase)2]Cl (M = V (1), Cr (3), 
Mn (4), Fe (5), Co(6)). In the case of cobalt compounds, cobalt(III) complexes incor-
porating different counter anions – [Co(Hhase)2]X (X = Br (7), I (8), NO3 (9), NCS 
(10), ClO4 (11), and CH3CO2 (12)) – can be obtained easily. These counter anions 
have hydrogen bonds between the cis-oriented 2-hydroxyethylamino groups of the 
two Hhase ligands. The stabilization due to these hydrogen bonds, in addition to the 
presence (or even the lack) of a crystal field stabilization energy in trivalent metal 
ions, provided a series of metal complexes with Hhase. 



Series of transition metal complexes with a tetradentate Schiff-base ligand 

 

791 

Acknowledgements 

The present work was partially supported by the “Open Research Center” Project for Private Univer-
sities: matching fund subsidy and Grants-in-Aid for Scientific Research No. 16550062 from the Ministry 
of Education, Culture, Sports, Science and Technology. 

References 

[1] CALLIGARIS M., RANDACCIO L., Comprehensive Coordination Chemistry, G. Wilkinson, R.D. Gillard, 
J.A. McCleverty (Eds.), Pergamon Press, Oxford, 1987, Chap. 20.1. 

[2] HERNANDEZ-MOLINA R., MEDEROS A., Comprehensive Coordination Chemistry II, J.A. McCleverty, 
T.J. Meyer (Eds.), Elsevier, Oxford, 2004, Chap. 1.19. 

[3] PFEIFFER P., BREITH E., LUBBE E., TSUMAKI T., Liebigs Ann. Chem., 503 (1933), 84. 
[4] MIKURIYA M., KIDA S., MURASE I., Chem. Lett. 1988, 35; MIKURIYA M., YAMATO Y.TOKII T., Inorg. 

Chim. Acta, 181 (1991), 1; MIKURIYA M., YAMATO Y., TOKII T., Chem. Lett. (1991), 1429; 
MIKURIYA M., SASAKI T., ANJIKI A., IKENOUE S., TOKII T., Bull. Chem. Soc. Jpn., 65 (1992), 334; 
MIKURIYA M., YAMATO Y., TOKII T., Bull. Chem. Soc. Jpn., 65 (1992), 1466; MIKURIYA M., 
YAMATO Y., TOKII T., Bull. Chem. Soc. Jpn., 65 (1992), 2624; MIKURIYA M., YAMATO Y., TOKII T., 
Chem. Lett. (1992), 1571. 

[5] MIKURIYA M., KAWASAKI Y., TOKII T.T, YANAI S., KAWAMORI A., Inorg. Chim. Acta, 156 (1989), 
21; MIKURIYA M., FUJII T., KAMISAWA S., KAWASAKI Y., TOKII T., OSHIO H., Chem. Lett., (1990), 
1181; MIKURIYA M., FUJII T., TOKII T., KAWAMORI A., Bull. Chem. Soc. Jpn., 66 (1993), 1675; 
MIKURIYA M., NAKADERA K., TOKII T., Inorg. Chim. Acta, 194 (1992), 129. 

[6] MIKURIYA M., SHIGEMATSU S., KAWANO K., TOKII T., OSHIO H., Chem. Lett. (1990), 729; MIKURIYA M., 
KAKUTA Y., KAWANO K., TOKII T., Chem. Lett. (1991), 2031; MIKURIYA M., JIE D., KAKUTA Y., 
TOKII T., Bull. Chem. Soc. Jpn., 66 (1993), 1132; MIKURIYA M., KAKUTA Y., NUKADA R., KOTERA T., 
TOKII T., Bull. Chem. Soc., Jpn., 74 (2001), 1425.  

[7] MIKURIYA M., MAJIMA K., YAMATO Y., Chem. Lett. (1992), 1929; MIKURIYA M., NAGAO N., KONDO K., 
Chem. Lett. (2000), 516; MIKURIYA M., MINOWA K., Inorg. Chem. Commun., 3 (2000), 227; 
MIKURIYA M., MINOWA K., LIM J.-W., Bull. Chem. Soc. Jpn., 74 (2001), 331; MIKURIYA M., 
MINOWA K., NAGAO N., Bull. Chem. Soc. Jpn., 74 (2001), 871; MIKURIYA M., MINOWA K., NAGAO N., 
Inorg. Chem. Commun., 4 (2001), 441; MIKURIYA M., MINOWA K., NUKADA R., Bull. Chem. Soc., 
Jpn., 75 (2002), 2595. 

[8] MIKURIYA M., NAKADERA K., KOTERA T., Chem. Lett. (1993), 637; MIKURIYA M., NAKADERA K., 
KOTERA T., TOKII T., MORI W., Bull. Chem. Soc. Jpn., 68 (1995), 3077; MIKURIYA M., NAKADERA K., 
Chem.Lett. (1995), 213; MIKURIYA M., NAKADERA K., KOTERA T., Bull. Chem. Soc. Jpn., 69, (1996), 
399; MIKURIYA M., FUKUYA M., Bull. Chem. Soc. Jpn., 69 (1996), 679; MIKURIYA M., TASHIMA S., 
Polyhedron, 17 (1998), 207; MIKURIYA M., FUKUYA M., Chem. Lett. (1998), 421; MIKURIYA M., 
IKEMI S., LIM J.-W., Bull. Chem. Soc. Jpn., 74 (2001) 88; MIKURIYA M., IKEMI S., YAO S., Chem. 
Lett. (2000), 538; MIKURIYA M., NAKADERA K., LIM J.-W., Synth. React. Inorg. Met.-Org. Chem., 32 
(2002), 117. 

[9] MIKURIYA M., TAKEBAYASHI H., MATSUNAMI K., Bull. Chem. Soc. Jpn., 67 (1994), 3128. 
[10] MIKURIYA M., HASHIMOTO Y., KAWAMORI A., Chem. Lett. (1995), 1095. 
[11] MIKURIYA M., YAMAZAKI Y., Chem. Lett. (1995), 373.  
[12] MIKURIYA, M., HATANO Y., ASATO E., Chem. Lett. (1996), 849; MIKURIYA M., HATANO Y., ASATO E., 

Bull. Chem. Soc. Jpn., 70 (1997), 2495; MIKURIYA M., FUKUMOTO H., KAKO T., Inorg. Chem. 
Commun., 1 (1998), 225. 

[13] MIKURIYA M., IKENOUE S., NUKADA R., LIM J.-W., Bull. Chem. Soc., Jpn., 74 (2001), 101. 
[14] MIKURIYA M., NUKADA R., TOKAMI W., HASHIMOTO Y., FUJII T., Bull. Chem. Soc. Jpn., 69 (1996), 

1573. 



M. MIKURIYA, K. MATSUNAMI 792 

[15] GEARY W.J., Coord. Chem. Rev., 7 (1971), 81. 
[16] SELWOOD P.W., Magnetochemistry, Interscience Publ., New York, 1956, pp. 78, 91. 
[17] FAIR C.K., MolEN Structure Determination System, Delft Instruments, Delft, 1990. 
[18] LI X., LAH M.S., PECORARO V.L., Inorg. Chem. 27 (1988), 4657. 
[19] NEVES A., NASCIMENTO O.R., HORNER M., BATISTA A.A., Inorg. Chem. 31 (1992) 4749. 
[20] AINSCOUGH E.W., BRODIE M., PLOWMAN J.E., BROWN K.L., ADDISON A.W., GAINSFORD A.R., Inorg. 

Chem., 19 (1980), 3655. 
[21] BAKER E.N., HALL D., MCKINNON A.J., WATERS T.N., Chem. Commun. (1967), 134; BHADBHADE M.M., 

SRINIVAS D., Inorg. Chem., 32 (1993), 5458.  

Received 16 March 2005 

 



Materials Science-Poland, Vol. 23, No. 3, 2005 

 

The synthesis of hydrosodalite 
and its use in mortar technology 
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Conditions for the low-temperature hydrothermal synthesis of zeolites from AlF3 production waste 
– technogenic silica gel polluted with admixtures of fluorides – were analysed. It was determined that an 
AlF3 admixture encourages the formation of hydrosodalite. When using technogenic silica gel, crystal 
zeolite – hydrosodalite was synthesised. The reaction was conducted under hydrothermal conditions and 
atmospheric pressure (90 °C for 0.5, 1, and 2 hours). The best molar ratio of the components Na2O, 
Al2O3, SiO2, H2O was 2 : 0,02 : 1 : 10. Lignosulphonic plasticiser (LST) was modified with synthesised 
hydrosodalite. The binding duration of cement paste of normal consistence with modified LST plasticiser 
decreased up to 40/395 min. (at 0.25% content of admixture) and 80/150 min. (0.75%) as compared to 
that of unmodified mortar, for which the binding duration was 65/475 min. (0.25%) and 105/150 min. 
(0.75%). A larger compression strength was obtained for cement grout with modified LST plasticiser after 
3, 7, and 28 days of hardening – 12.61; 21.52; 25.49 MPa (at 0.25% content of the addition) as compared 
to that off mortar with non-modified LST plasticiser – 6.04; 9.63; 22.69 MPa. 

Key words: hydrosodalite; lignosulphonic plasticiser; mortar 

1. Introduction 

Hydrosodalite belongs to the group of zeolites, widely spread natural minerals. In 
comparison to natural zeolites, however, the synthetic ones are better suitable for re-
search and better meet the requirements of industry due to their purity and homogene-
ity. Natural zeolites are practically not used for these purposes. As a rule, they are 
polluted with extraneous minerals, and it is difficult to prepare adsorbent granules of 
corresponding sizes, since it is impossible to control the diameter of the pores within 
natural zeolites. On the other hand, in agriculture natural zeolites are widely applied 
to improve soil structure [1–3]. 

_________  
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Synthetic zeolites are obtained by heating suspensions of alkaline alumosilicate 
mixtures composed of SiO2, Al2O3, alkali and water. They may be synthesised from 
amorphous or crystalline materials, alumosilicate gels of alkaline metals, and from 
clays. The initial formation of zeolite structure occurs only in the presence of water. 
Under hydrothermal conditions in alkaline alumosilicate suspensions (R2O–SiO2 

–Al2O3–H2O) and at a certain temperature, the crystallization of zeolites depends not 
only on the ratios and concentrations of components but also on their nature and state, 
the conditions of preparation, mixing, the initiation of crystallization, and other prop-
erties of the reagents forming the initial alumosilicate mixtures [4, 5]. The reactants 
for the synthesis of zeolites are gels or solid amorphous substances. The reactions 
proceed at high pH values, since hydroxides of alkaline metals or other strong bases 
are used, at low temperatures and autoclave pressures of saturated water vapour. 

The properties of zeolites and possibilities for their application have been exam-
ined in numerous branches of science and, in fact, all fields of chemical technology. 
They are efficient catalysts in many organic and inorganic chemistry reactions. Zeo-
lites are also used for cleaning harmful atmospheric pollutants. Upon harmonizing the 
cleaning and drying processes in one-phase gaseous adsorptive processes, the treatment 
of emitted gas is simplified. By heating zeolites within a certain interval of temperatures 
it is possible to remove (reversibly) the constitutional water while not destroying the 
frame. Channels and cavities appear within the structure, therefore zeolites are used as 
molecular sieves and filters in adsorptive processes [6–8]. 

The synthesis of low-temperature zeolites is presented in the paper. In this synthe-
sis it is possible to use technogenic AlF3 production waste aggressive to the environ-
ment instead of reagent silica gel. Amorphous SiO2 is the basis of such a raw material. 
In the Kėdainiai chemical plant Lifosa, several thousand tons accumulate each year. 

Lignosulphonates (LST) are most widely used as hydrophilic-plasticifying admix-
tures in mortar technology. Their presence in cement-water suspensions predetermines 
the slowdown of the hardening of the mineral-binding agents in the initial period of 
hydration. In order to decrease the slowing impact of technical lignosulphonates on ce-
ment hydration, they are modified. As a rule, this plasticifying admixture is used in fat 
mortar or concrete mixtures, i.e. in mixtures with a large content of binding agents [9–
11]. 

The principle of activity of zeolites as molecular sieves was applied to modify the 
LST plasticiser. This paper analyses the impact of modified LST plasticisers on the wa-
ter content in cement paste of normal consistence, duration of cement paste binding, 
technological qualities of mortar, and the density and strength of hardened mortar. 

The aim of this paper is to investigate the possibilities and conditions of 
synthesising zeolites from AlF3 production waste of Lifosa, which is polluted with 
admixtures of fluoride compounds. After performing the synthesis of synthetic zeolite  
– hydrosodalite, there exists a possibility of using it for to modify technical lignosul-
fonatic (LST) plasticisers. 
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2. Experimental 

AlF3 production waste was used as the source of SiO2 and Al3+. By chemical analy-
sis, the following content of AlF3 waste-silicagel was determined: 

I) H2O, 70.24%; SiO2, 93.6%; Al2O3, 2.88%; Fe2O3, 1.78%; CaO, 1.49%; F, 0.25%. 
II) H2O, 73.46%; SiO2, 93.10%; Al2O3, 2.11%; CaO, 1.68%; Fe2O3, 2.10%; 

F, 1.01%. 
Solutions of NaOH were also applied as well as portland cement CEM I 42.5; 

plasticiser LST, plasticiser LST modified with hydrosodalite; sand (coarseness mod-
ule MS = 2.11, apparent density ρp = 1.540 kg/m3). 

X-ray diffraction analyses have been conducted using a DRON-6 diffractometer. 
The investigation was carried out with the 2Θ angle range of 4–60, with Ni-filtered 
CuKα radiation. Thermographic analyses were conducted with a differential scanning 
calorimeter Du-Pont 990. The maximum temperature was 1000 °C, and the tempera-
ture increase velocity was 10 o/min. IR spectrograms were recorded with a specord  
M-80 (C. Zeiss Jena), and the source of light was a Ni-Cr electrode. 

The hydrothermal crystallization of sodium-bearing zeolites was carried out using 
alkali alumosilicate mixtures. A calculated amount of technogenic silica gel was 
added to caustic soda dissolved in the required amount of water. Low-temperature 
(90 °C) crystallization occurred in glass vessels resistant to alkali put into thermostats. 
The obtained suspension was poured into the vessel and mixed (60 r/min). The crys-
tallization lasted for 1, 2 or 3 hours. Upon the end of crystallization the precipitates 
were filtered. Apart from the main product, the admixture of sodium fluoride (NaF) 
formed up, which was washed away with distilled water. The obtained products of 
synthesis were dried at the temperature of 100 °C. 

3. Results and discussion 

3.1. Synthesis of hydrosodalite 

It is more economical to synthesize hydrosodalite from technogenic raw materials 
than to synthesize it from reagents. Different contents of sodium oxide (0.5, 1, 2, and 3 
mol) were used to determine the best conditions of crystallization. A constant amount of 
silica gel was used. In the technogenical silica gel, the fluorine content was 12 mol. 

In accordance with X-ray diffraction analysis in the specimen whose initial mix-
tures contained 0,5 mol sodium oxide, non-reacting amorphous SiO2 was predominant 
after 3 hours of crystallization, irrespective of the amount of water used. In the speci-
men where Na2O content amounted to 2 or 3 mol, hydrosodalite crystallized after one 
hour; water amount did not have a major impact on the synthesis of the product. 
When using 1 mol Na2O and 20 or 30 mol water, non-reacting amorphous SiO2 was 
predominant in the products of the reaction. Upon reducing water content down to 10 
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mol, however, hydrosodalite (Fig. 1) crystallized. The peaks typical of hydrosodalite 
were: 0.365; 0.628; 0.256; 0.290; 0.210; 0.175; 0.158 nm. This can be explained by 
the conditions of hydrosodalite crystallization. 

 

 
Fig. 1. The X–ray pattern of the specimen synthesised at 90 oC for 1 hour. 
The initial molar ratio of Na2O : Al2O3 : SiO2 : H2O was 2 : 0.02 : 1 : 10.  

The hydrosodalite (HS) and sodium fluoride admixture formed up 

Table 1. The synthesis of low-temperature hydrosodalite by using AlF3 production waste  

Conditions of synthesis 
No. 

Molar ratio  
Na2O : Al2O3 : SiO2 : H2O  t, °C τ , h 

Product 
of synthesis 

1 1 : 0.026 : 1 : 30 90 1 amorph. 
2 2 : 0.026 : 1 : 30 90 1 HS 
3 1 : 0.026 : 1 : 30 90 2 amorph. 
4 2 : 0.026 : 1 : 30 90 2 HS 
5 1 : 0.026 : 1 : 20 90 1 amorph 
6 2 : 0.026 : 1 : 20 90 1 HS 
7 1 : 0.026 : 1 : 20 90 2 amorph 
8 2 : 0.026 : 1 : 20 90 2 HS 
9 1 : 0.026 : 1 : 10 90 1 HS 

10 2 : 0.026 : 1 : 10 90 1 HS 
11 1 : 0.026 : 1 : 10 90 2 HS 
12 2 : 0.026 : 1 : 10 90 2 HS 
13 2 : 0.026 : 1 : 10 90 1 HS 
14 2 : 0.026 : 1 : 30 90 0.5 HS 
15 2 : 0.018 : 1 : 10 90 1 HS 

 
With 2 and 3 moles of Na2O, hydrosodalite formed up when using different 

amounts of water (10, 20, and 30 moles). The results are given in Table 1. 
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The effect of fluorides is explained by the fact that when the components contain-
ing an active admixture of fluorides having a mineralising effect, react within the sys-
tem of sodium alumosilicagel, HF associates with water (H2O+ HF = H3O

+ + F–) and 
hydrogen bonds are formed: H2F2, H–F… H–F (for ions : HF2, F–… H – F), and 
complexes of fluorine silicates form up in the alkali medium [5]. Similar results (Ta-
ble 1 No. 15) were obtained when using a silica gel of (II) composition for synthesis. 

The obtained synthetic zeolites were investigated by IR spectroscopy. Based on 
this research method it is possible to decide about the structure of the zeolite (X-ray 
characteristics are insufficient), the way water molecules are associated with cations, 
oxygen ions, and other hydroxyl groups. 

 
Fig. 2. IR spectra of the specimen synthesised at 90 °C for 2 hours. 

The initial molar ratio of Na2O : Al2O3 : SiO : H2O was 3 : 0.026 : 1 : 30 

IR spectra testify the predominance of hydrosodalite in the products of the reac-
tion. The absorption bands characteristic of hydrosodalite are: 960 cm–1 within the 
ranges of asymmetrical stretching vibrations, 738, 700, and 663 cm–1 within the 
ranges of symmetric stretching vibrations, and 465 and 437 cm–1 Si(Al) within the 
ranges of O deformation fluctuations. 

Absorption bands located in the 3400 cm–1 area are observed in the IR spectra, 
which can be ascribed to the vibrations of OH hydroxyl groups interconnected by 
hydrogen bonds. Absorption bands in the 1550 cm–1 range show deformation fluctua-
tions of simple water molecules. No isolated OH groups connected with hydrogen 
bonds were detected in hydrosodalite since the absorption band at 3700 cm–1 has not 
been observed (Fig. 2). 

The obtained products of synthesis were analysed thermographically. As a rule, 
the emission of water from zeolites ends between 300 and 400 °C. The exothermal 
point, fixed at 667 °C, reflects the transformation of dehydrated zeolite into anhy-
drous alumosilicate (Fig. 3). After a partial dehydration, water molecules shift to 
positions where they are more firmly bound with the (Si, Al, O) frame [4]. DTA 
curves and other physical and chemical methods confirm the predominance of hydro-
sodalite with an NaF admixture in the products of the reactions. 
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Fig. 3. Thermograms of specimen synthesised at 90 °C. Initial substances: 

technogenical silica gel and NaOH. The initial molar ratio of Na2O : Al2O3 : SiO2 : H2O  
1 – 2 : 0,026 : 1 : 20; τ  = 2 h; 2 – 2 : 0,026 : 1 : 30; τ  = 3 h; 3 – 2 : 0,026 : 1 : 30; τ  = 1 h 

3.2. Modification of the LST plastifying admixture 
with synthesized hydrosodalite 

In this part of the research, we have analysed the efficiency of the LST plastifying 
admixture modified with synthetic hydrosodalite on the hydration processes of cement 
paste and mortar. An anhydrous non-modified admixture of lignosulfonic plasticiser 
was used. In comparison to cement mortar with unmodified LST plasticiser, the dura-
tion of binding of cement mortar modified with LST plasticiser of normal density 
becomes shorter (Table 2). 

The lignosulphonates introduced into cement mortar change the rate and intensity 
of hydration of cement clinker minerals as well as the crystalline structures of newly 
formed elements. Also, they influence the temporal and final strength of cement stone. 
The ability of dispergation and drawing air by lignosulphonates depends on the 
surface tension at the liquid–air interface. The surface tension of water solutions of 
lignosulphonates depends on their molecular mass and cation valence. Hence, bearing 
in mind these regularities, it is feasible to change the lignosulphonate properties that 
determine their polymolecular structure and valence. 

The modification of lignosulfonic plasticiser was performed in three ways under 
normal conditions: by filtering LST plasticiser via a respective layer of synthesized 
hydrosodalite, by filtering plasticiser via a hydrosodalite layer in a vacuum filter, or 
by mixing hydrosodalite with plasticiser and, after a certain time, separating the hy-
drous solution of plasticiser by decanting. The synthesized hydrosodalite adsorbed 
reducing substances when large molecules or sugary substances were present in the 
lignosulfonic plasticiser (hydrogen, organic acids, and related compounds). Owing to 
this, the slowing effect of technical lignosulfonates on the hydration processes of ce-
ment minerals decreased. 
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Table 2. Initial and final durations of binding of normal density cement paste 

The duration of binding, min 
No. Additives 

The amount 
of additive, % 

W/C 
Initial Final 

1 Without additives – 25.0 240 330 
0.25 22.1 65 475 

2 LST unmodified 
0.75 21.7 105 150 
0.25 22.1 45 420 

3 LST mod. self flowing 
0.75 21.7 100 150 
0.25 22.1 50 415 

4 LST mod. vacuum filtering 
0.75 21.7 90 150 
0.25 22.1 40 395 

5 LST mod. adsorption 
0.75 21.7 80 150 
0.25 23.1 30 340 

6 Plastiment BV 60 
0.75 21.9 75 290 

 
The effect of unmodified and modified LST plasticisers on the duration of cement 

paste binding beginning and binding end was investigated; for the sake of comparison, 
the binding durations with commercial plastifying admixtures applied in mortar tech-
nology (from the companies Sika and MC Bauchemie) were determined. The amount 
of plasticiser was 0.25% (calculating dry substances), 0.75% from cement mass. The 
results are presented in Table 2. 

 
Fig. 4. Binding durations of cement slurry of normal consistence. Different admixtures 
were used (0.75 % from cement mass): 1 – without admixtures; 2 – LST unmodified; 

3 – LST modified by discharge; 4 – LST modified by vacuum dessication;  
5 – LST modified by adsorption; 6 – plastiment BV 60 

When modified LST plasticiser was used, the binding duration of Portland cement 
decreased (Fig. 4). Consequently, the slowing effect of modified LST plasticiser on 
the hydration process of cement paste and mortar is lower than that of non-modified 
lignosulfonatic plasticiser at the same admixture content. 
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The strength qualities were determined, i.e. densities and compression strengths 
after 3, 7, and 28 days of mortar hardening with unmodified and modified LST plasti-
cifying admixtures (Fig. 5). 

 
Fig. 5. Strength characteristics of normal consistence cement grout. Various admixtures 

were used (0.25 % from cement mass): 1 – without admixtures; 2 – LST unmodified;  
3 – LST modified by discharge; 4 – LST modified by vacuum dessication; 

5 – LST modified by adsorption; 6 – plastiment BV 60 

The compression strength of mortar specimens after 3, 7, and 28 days of harden-
ing, with LST plasticiser, when its content accounts for 0.2% of the cement mass, was 
larger than for specimen with unmodified LST plasticiser (Fig. 5). The strength char-
acteristics of mortar specimens with modified LST plasticiser as compared specimens 
with plasticifying Plastiment BV 60 and Muraplast NN (FM) admixtures are similar. 
Therefore, research findings allow us to draw the conclusion that the zeolite way of 
modifying lignosulfonatic mortar plasticisers is perspective. 

4. Conclusions 

AlF3 admixture stimulates the formation of hydrosodalite. When using tech-
nogenic silica gel, crystal zeolite – hydrosodalite has been synthesized. The reaction 
was performed under atmospheric pressure at the temperature of 90 °C for 0.5, 1 and 
2 h. The molar ratio of Na2O : Al2O3 : SiO2 : H2O was (1–3): 0.026: 1 : (10–30). The 
best molar ratio was 2 : 0.02 : 1 : 10. 

LST plasticiser was modified with synthesized hydrosodalite. The binding dura-
tion of normal consistence cement paste with modified LST plasticiser decreased up 
to 40/395 min. (at 0.25% content of admixture) and 80/150 min. (0.75%), as com-
pared to cement paste with unmodified LST plasticiser, for which binding durations 
were 65/475 min. (0.25%) and 105/150 min. (0.75%). 
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Higher compression strengths for mortar with modified LST plasticiser after 3, 7, 
and 28 days of hardening were obtained: 12.61, 21.52, 25.49 MPa (at 0.25% content 
of admixture), as compared to those of mortar with unmodified LST plasticiser (the 
compression strengths of these were: 6.04, 9.63, 22.69 MPa). 
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The present study was concerned with multilayer composites of the .../Al2O3/Al2O3 + x vol. % 
Mo/Al2O3 type produced by tape casting. Molybdenum content in individual layers of the composites 
varied from 4 to 28 vol. %. The densities, porosities, Young moduli, bending strengths, and fracture 
toughnessess of the composites were measured. The residual stress in the layers was analysed by FEM. 
Investigations of the composite microstructures revealed: α-Al2O3, Mo, and Mo2C. After sintering, the 
composites had a high relative density (the porosity Pc did not exceed 10%). As the volumetric content of 
molybdenum increased, the densities of the composites increased, whereas their Young moduli E de-
creased. The highest values of the bending strength σb (819 MPa), stress intensity factor KIC 
(7.75MPa·m1/2), and cracking energy γ (102 J/m2) were obtained in the composite with the 14 vol. % 
molybdenum content. The strength σb and fracture toughness of this composite were more than two times 
higher than those of Al2O3, and the cracking energy – six times. These values can be partly explained in 
terms of the compressive residual stress in the composite layers. 

Key words: tape casting; fracture toughness; residual stress 

1. Introduction 

Multilayer composites are materials composed of a number of layers with proper-
ties varying from one layer to another in a way depending on their phase composition. 
In current practice, the component layers can be ceramic, metallic or polymeric, and 
their thickness may range from nanometers to millimetres [1]. Multi-layered compos-
ites are produced using various techniques, such as CVD, PVD, plasma spraying, 
electrophoresis, powder sintering, and tape casting. They exhibit increased mechani-
cal strength and strain to failure, as well as improved fracture toughness. This is in 
general due to the interactions of the crack with the transition layers and residual 
stress fields existing within the material. More specifically, the following mechanisms 

_________  
* Corresponding author, e-mail: huba@inmat.pw.edu.pl 
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have been identified to contribute to the increased fracture toughness of multilayer 
composites [2–23]: 

• crack deflection due to lower cracking energy, lower strength, or a decreased ri-
gidity in composites – a weak layer or a weak interlayer, 

• crack deflection due to compressive or tensile residual stresses in the individual 
layers of the composite, 

• phase transformation hardening, occurring in composites that, in layers of a cer-
tain type, contain a metastable form of zirconium oxide, 

• crack bridging mechanisms, occurring in ceramic/metal composites. 
From the above discussion, it can be concluded that residual stress is one of the 

important factors influencing the strength of multi-layered composites. Residual stress 
in metal-ceramic composites is of technological origin. The sintering process, which 
is a common technique used for the fabrication of multilayer ceramic composites, may 
be divided into three basic steps: heating, annealing, and cooling. Annealing generates 
stresses in the composite layers, because of the differences in the sintering kinetics of 
the individual components. These stresses can result in the material cracking at high 
temperatures or induce preferred centres of crack initiation during the cooling opera-
tion. During the cooling stage, residual stresses are generated due to differences in the 
linear thermal expansion coefficient α between components. 

The increase of fracture toughness due to residual stress is principally related to 
the crack deflection effect. Developing cracks deflect from their energetically pre-
ferred propagation direction by compressive stress in the microstructure. This mecha-
nism increases the effective crack path and cracking energy, thereby increasing the 
fracture toughness of the composite [8–10, 14–21]. Its relevance obviously depends 
on the value and spatial distribution of residual compressive stresses. 

The aim of the study was to develop multiplayer Al2O3/Mo composites with in-
creased fracture toughness. Moreover, the selected composite production technique 
was tape casting, which is relatively inexpensive and can be used to fabricate large 
components. The technological routes used here allow the production of ce-
ramic/metal composites with volume fractions of the metal ranging from 4 to 28% of 
the volume, without visible sedimentation of Mo particles in spite of the large differ-
ence in the densities of the components. 

2. Experimental 

The composites were produced using AKP-50 α-Al2O3 powder from Sumitomo 
Chemical Co. Ltd., and MO006020 Mo powder from Goodfellow Advanced Materi-
als. Test specimens were prepared by the tape casting method [27]. The procedure 
used here consisted of the following steps: 

• Preparation of the cast composition containing the powder (Al2O3 or Al2O3  
+ x % Mo), binder (PVB resin), softener (dibutyl phthalate), solvent (ethanol and 
TRI), and flux (linseed oil) via mixing in a RETSCH agate mill for t = 4 h. 
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• Casting of a foil, which was subsequently dried and cut according to the assumed 
shape of specimens. The as-cast foil thickness was g = 1 mm and the casting rate  
V = 0.5 m/min. The foil was dried at room temperature. 

• Arranging the foils in packets in a die and subsequent lamination under uniaxial 
pressing using a TM4 hydraulic press (p = 10 MPa). 

• Isostatic consolidation in an autoclave under pressure (p = 120 MPa). 
• Sintering in a Lenton-Thermal furnace at T = 1473 K in an N2 atmosphere for 

t = 1 h (a), in a Baltzers furnace in vacuum (p = 10–4 Pa) at T = 1973 K for t = 1.5 h (b). 
The densities and porosities of the specimens were determined by the Archimedes 

method using a Radwag WPS balance. The qualitative characterisation of the micro-
structures was based on light microscopy images (Nikon Epiphot) at magnifications 
ranging from 100 to 1000×. The Young moduli (E) were determined by the ultrasonic 
method using an UR19A refractometer. The bending strengths of the composites were 
measured with an Instron 1114 strength machine in the three-point bending mode 
using 6×4×50 mm bars (10 samples from each type of composite). The support spac-
ing used was L = 40 mm. Specimens were loaded at a rate of 1 mm/min until failure, 
and the failure force was measured. A similar three-point bending setup was used to 
determine the stress intensity factors. Test specimens (8 bars 6×4×50 mm from each 
type of composite) were notched, in their mid-length, to a depth of a = 1.1 mm. The 
notching was made stepwise, using a 0.2 mm diamond saw down to a depth of 0.9 mm 
and then a 0.025 mm diamond saw. The support spacing used this time was L = 15 mm. 

The cracking energy was calculated from the relationship γ = 2
IC /2 ,K E  where KIC 

is the stress intensity factor. The distribution and magnitude of the residual stress 
occurring in the composites as a result of cooling were modelled using Ansys 5.7 
software. For the purpose of modelling, a representative volume was selected in the 
way schematically shown in Fig. 1. The modelled representative composite volume 
contained 2 complete and 2 halves of composite layers. An initial thickness of the 
layers of 1 mm was assumed, which corresponds to the thickness of the as-cast foil. 

 
Fig. 1. Geometrical model of the layered composite structure 

adopted in the FEM analysis of residual stress 
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In the analysis, the materials of the individual layers (α-Al2O3 layers and the Al2O3 
+ x % Mo composite layers) were modelled as perfectly elastic. In this case, their 
macroscopic behaviours can be described by the Young moduli E and Poisson ratios. 
The Young moduli of alumina and Mo as a function of temperature are shown in 
Fig. 2a. Additionally, the Poisson ratio for corundum was assumed to be invariant 
with temperature and equal to 0.23. Variations of α for alumina and molybdenum are 
shown in Fig. 2b. 

  
Fig. 2. The variations of the Young moduli (a) and linear thermal expansion coefficients α (b) 

in corundum and molybdenum as functions of temperature [25, 26] 

For the generation of the FE mesh, a 20 nodes “cubic” structural element (Solid 
95) was employed. Figure 3 shows the assumed geometry of the model and the mesh 
of finite elements. The straight line P shown in the figure denotes the path along 
which the stress distributions were analysed. 

 
Fig. 3. Geometry of the model and the mesh of finite elements. Line P shown in the figure 

denotes the path along which the stress distributions were analysed 



Multilayer Al2O3/Mo composites 

 

807 

Two different boundary conditions were assumed in the modelling: 

Model 1: 
• symmetric with respect to the planes {X,Y,Z} = 0, 
• the displacements ux, uy, and uz of the nodes positioned in the planes X = 3h,  

Y = 3h, and Z = 3h, respectively, along the respective directions normal to these 
planes, are coupled. 

Model 2: 
• symmetric with respect to the planes {X,Y,Z} = 0, 
• only the displacements ux and uy of the nodes positioned in the planes X = 3h and 

Y = 3h, respectively, along the directions normal to these plane, are coupled. 
It was assumed that the internal stress is generated when the composites are cooled 

from the sintering temperature TS (1973 K) to room temperature Tr (293 K), as a result 
of differences in the linear expansion coefficients α of their components. Accord-
ingly, as the load imposed on the models, a temperature drop of 1680 K was used. 
Figure 2b shows the values of the linear expansion coefficients of the individual com-
ponents of the layered composites. Since no experimental data were available as to the 
coefficient α for Al2O3 + x % Mo composite layers, these values were calculated 
based on the rule of mixtures. 

3. Results and discussion 

Figures 4a–e show examples of the structures of the examined multilayer compo-
sites. Microscopic observations revealed that the molybdenum particles were uni-
formly distributed throughout the volumes of the composites. In the composites with 
molybdenum content up to 14 vol. %, the individual layers and the interlayer bounda-
ries did not contain defects generated during the fabrication process, whereas in 
specimens with 21 and 28 vol. % of molybdenum, the composite microstructures con-
tained numerous cracks formed during fabrication. These cracks developed in the 
Al2O3 layers, but no transverse cracks were observed within the composite layers. 
There were also delaminating cracks, which propagated along interlayer boundaries. 

Table 1 lists selected properties of the fabricated multilayer Al2O3/Mo composites. 
The sintered composites had a fairly good relative density (the porosity Pc did not 
exceed 10%). With increasing volumetric content of molybdenum, the density d in-
creases linearly, whereas the Young modulus E decreases in similar way. This sug-
gests that the studied structure can be assumed to vary primarily in the content of Mo. 
The highest values of the bending strength σb (819MPa), the stress intensity factor KIC 
(7.75 MPa·m1/2), and the cracking energy γ (102 J/m2) were observed in the composite 
with 14 vol. % of molybdenum in the individual layers. The mechanical strength σb 
and fracture toughness of this composite are more than twice higher than for Al2O3, 
and the cracking energy more than 6 times higher. 
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Fig. 4. Structures of the composites: a) Al2O3/Al2O3 
+ 4 vol. % Mo, b) Al2O3/Al2O3 + 9 vol. % Mo,  
c) Al2O3/Al2O3 + 14 vol. % Mo, d) Al2O3/Al2O3  
+ 21 vol. % Mo, e) Al2O3/Al2O3 + 28 vol. % Mo 

Table 1. Mechanical properties (density d, porosity Pc, Young modulus E, bending strength σb,  
fracture toughness KIC, cracking energy γ) of the Al2O3/Al2O3 + x vol. % Mo composites  

x 
% vol. Mo  

d [g/cm3] Pc [%] E [GPa] σb [MPa] 
KIC 

[MPa·m1/2] 
γ  

[J/m2] 
0 3.98 0 400 380 3.5 15 
4 3.86 6 336±14 420±80 4.7±0.4 33±5 
9 3.85 10 313±4 590±70 6.0±0.7 59±14 

14 4.22 4 297±4 820±30 7.8±0.66 102±15 
21 4.39 4 287±8 560±50 6.5±0.9 74±19 
28 4.59 3 276±7 350±30 6.0±0.7 67±16 

 

a) b) 

c) d) 

e) 
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Fig. 5. The distribution of stress in the 
Al2O3/Al2O3 + 4 vol. % Mo composite: a) 

stress component σxx from model 1, b) stress 
component σyy from model 1, c) stress compo-

nent σxx from model 2,  
d) stress component σyy from model 2, e) 

stress component σzz from model 2, f) stress 
component τxy from model 2, g) equivalent 

(Huber) stress σred  
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Fig. 6. Variation of the residual stress tensor component σxx = σzz as a function of the distance 

along the line P in multilayer Al2O3/Al2O3 + x vol. % Mo composites (Model 2): 
 – x = 4,  – x = 9,  – x = 14,  – x = 21,  – x = 28 

 
Fig. 7. Variations of the components σxy, σxz, and σyz of the residual stress tensor as a function  

of the distance along the line P in multi-layer Al2O3/Al2O3 + x vol. % Mo composites: 
 – x = 4,  – x = 9,  – x = 14,  – x = 21 

Figures 5–7 show the results of the analysis of residual stresses, performed using 
the Finite Elements Method. Since the characters of the stress distributions are identi-
cal for all the analysed models of the composite structures, only the results obtained 
for the Al2O3/Al2O3 + 4 vol. % Mo composite are shown. The description given is 
based on the numerical results of all modelled cases. 

Model 1. The distributions and values of the stress tensor components σxx and σzz 
(the stresses whose mutually perpendicular directions lie in the plane of the interlayer 
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boundary) are identical. In Al2O3 layers, these stress components are tensile, whereas 
in Al2O3 + x vol. % Mo composite layers they are compressive. The magnitudes of 
these stresses increase with increasing molybdenum content in the layers. At the inter-
layer boundary, the magnitude of stress abruptly changes in a step-wise manner. The 
stress component σyy (acting in the direction perpendicular to the interlayer boundary 
plane) is zero, irrespective of the molybdenum content in the composite layer. 

Model 2. The effect of a free surface due to the removal of the condition on the 
displacements uz of the nodes positioned in the plane Z = 3h essentially changes the 
distributions of stress tensor components. The components σxx and σzz are equal to 
zero, and, as the distance from this surface towards the interior of the material in-
creases, the stress magnitudes increase and reach their maximum values (tension in 
the Al2O3 layers and compression in the composite layer) equal to those adopted in 
model 2. It should be noted, however, that in the immediate vicinity of the entire inter-
layer boundary the components σxx and σzz reach their maximum values. The stress 
σyy, on the other hand, reaches its maximum value in the plane of the free surface and 
then decreases to zero in the interior just as is the case of model 2. 

Another consequence of the presence of the free surface is the shear stress σxy (σxz 
and σyz are zero). The largest stress σxy is generated at the interlayer boundary. In 
terms of the von Mises–Huber criterion, the most stressed components of multilayer 
composites are the interlayer boundaries. 

The geometry of the composite structure model considered here appears to be suf-
ficient for an analysis of the residual stress. The character of the distributions of stress 
tensor components obtained from this analysis are consistent with the qualitative 
analysis of the material properties of the composite constituents. 

The calculated average values considerably exceed the tensile strength of alumina 
(except in the composite with the lowest molybdenum content). The transverse and 
delaminating cracks in Al2O3 layers, however, are observed only in composites with 
21 and 28 vol. % molybdenum content. 

This can be attributed to the assumption that the Al2O3 + x vol. % Mo composite 
layers are uniform and purely elastic in the early stages of sintering. On the other 
hand, the stress distributions calculated here give better insight into the mechanics of 
multi-layered composites. 

4. Conclusions 

The tape casting technique used in the present experiment permitted the 
fabrication of ceramic/metal composites with a wide range of metal volumetric 
content (4 to 28 vol. % Mo) and porosity (1 to 10%). The densities of the composites 
did not exceed 5.5 g/cm3, i.e. 138% of the density of alumina. 

The best properties were obtained for the composite with 14 vol. % of Mo. The 
fracture toughness of this composite was twice that of Al2O3. This was accompanied 
by a six-fold increase of the cracking energy and bending strength. 
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The proposed FEM model of two-fold layered composites is useful for the qualita-
tive analysis of residual stress arising during cooling from the fabrication temperature. 
Quantitative analyses of stress require that it be modified to take into account the 
visco-elastic behaviour during the early stages of cooling. 
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Boron-, tin-, and antimony-based graphite composites were studied as potential materials for negative 
electrodes in lithium-ion batteries. The materials were prepared by the reactive milling of mixtures of 
graphite (90 wt. %) with boron nitride (10 wt. %), tin (10 wt. %), or antimony (10 wt. %). Milling was 
performed for 2 h, 4 h, 6 h, or 8 h. The composites were characterized by X-ray diffraction and nitrogen 
adsorption at 77 K (BET). A gradual development of surface area during milling was observed as well as 
the appearance of amorphous forms. The galvanostatic characteristics of lithium insertion–deinsertion for 
these new composite materials were investigated. Graphite-tin composites exhibit the best reversible 
capacity. Modification by milling leads to a significant particle size reduction, good association of the 
metallic phase with graphite crystal grains, and consequently to an increase of the reversible capacity. 
A significant enhancement of the irreversible capacity for the composites is also observed due to the 
development of specific surface area. 

Key words: lithium-ion cell; graphite; milling; anodic material 

1. Introduction 

Graphite remains the most often used anode material for lithium-ion accumulators. 
Li-ion cells with graphite anodes are characterized by long durability (over 1000 cy-
cles), high stable voltage (>3 V), a lack of hysteresis (i.e., the divergence between the 
polarization of lithium insertion and deinsertion). The maximum reversible capacity 
for lithium intercalation into graphite is 372 mAh/g (the 1st stage of the intercalation 
compound LixC6, where x = 1) and is related to the graphitic crystal structure [1–3]. 
The irreversible capacity, i.e. the amount of lithium consumed in the formation of 
solid electrolyte interphase (SEI) during the first cycle is very low, ca. 50 mAh/g. The 

_________  
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great interest for graphite as the Li-ion anode is also caused by moderate price of both 
natural and synthetic graphite. Due to all these useful characteristics, a lot of research 
has been devoted to the further modification of graphite in order to increase the re-
versible capacity through the insertion and deposition of heteroatoms, metals, and 
other treatments. 

Among various modifications of graphitic materials for Li-ion cells, structural 
changes through mechanical treatment [4–6], incorporation of heteroatoms [7–12], 
and a carbon surface coating by pyrolytic carbon, metals [11–16] have already been 
proposed. 

Even if it is assumed that doping with heteroatoms, e.g. boron [8], is beneficial for 
the process of lithium ion intercalation into graphites, practical results show some 
discrepancies [10]. When a shell of BCx covers the graphite surface, its properties 
should be significantly improved, because B incorporated into the structure of a car-
bonaceous material reduces its reactivity through changes in charge distribution in the 
crystallographic plane, especially on the edges [7]. This hinders the processes of sur-
face chemical degradation [9], which directly affects the prolongation of electrode 
lifetime during cycling. The expected improvement of lithium storage capability for 
boronated carbons seems to be due to the electron deficiency of boron, which has only 
three valence electrons. This electron acceptor character of boronated carbon can 
increase Li–C binding energy. On the other hand, when boron occurs in the form of 
boron carbide, the irreversible capacity rises, because this compound does not take 
part in the process of lithium storage [7]. 

One of alternatives for graphite anodes are materials made of the metal–carbon 
composites having high capacities in the process of forming intermetallic compounds 
with lithium, e.g. tin Li22Sn5 and antimony Li3Sb [7, 11–14]. Unfortunately, apart 
from the capacity, which can be three times higher than that of graphite, their greatest 
disadvantage is a poor cycle life, usually not exceeding a few cycles. This is due to 
the fact that during the creation of compounds with lithium, the system volume in-
creases more than three times, and during the reverse process it returns to the starting 
volume, thus causing mechanical stress, particle fracture, and a loosening of the elec-
trical contact between them. 

In the present work, attempts were performed to incorporate boron atoms into 
graphite structure, using high-energy ball-milling. Trials were also undertaken to 
combine the positive features of graphite with such metals as Sn and Sb by forming 
graphite–metal composites through milling. 

2. Experimental 

Graphite–boron composites were synthesized by high-energy ball milling using 
a shaker-type ball mill Retsch MM 200. Graphite UF2 of high purity from Kropfmühl 
(Germany) was used. Mixtures of graphite 90 wt. % and boron nitride 10 wt. % were 
put into the mill reactor together with the grinding balls. The weight ratio of the grind-
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ing balls to the milled material was 5:1. Both the reactor and grinding balls were made 
of zirconium oxide. The milling was conducted in an inert argon atmosphere. 
Mixtures of graphite and BN were milled for 2, 4, 6, and 8 hours and the obtained 
materials were designated as 10B2h, 10B4h, 10B6h, and 10B8h, respectively. Sn–
graphite and Sb–graphite composites were obtained and labelled analogously (Sn–
graphite composites: 10Sn2h, 10Sn4h, 10Sn6h, and 10Sn8h, and Sb–graphite compos-
ites: 10Sb2h, 10Sb4h, 10Sb6h, and 10Sb8h). 

Physicochemical characterization of the obtained materials was conducted using 
X-ray diffraction (XRD) and nitrogen adsorption at 77 K (BET). XRD measurements 
were done using a Phillips PW 1710 diffractometer with FeKα radiation, whereas for 
nitrogen adsorption an ASAP 2010 (Micromeritics) analyser was used. 

Galvanostatic characteristics were determined using Atlas-Sollich galvanostats 
9835 in two-electrode Swagelok cells. The anodes in the half-cells were round pellets 
cut out from copper foil covered with a mixture of the examined composite: binder 
(10 wt. % of PVdF) and acetylene black (5 wt. %). The counter electrode (and simul-
taneously the reference electrode) was metallic lithium. The electrolyte was a 1 M 
solution of LiPF6 in a 1:1 mixture of ethylene carbonate and diethyl carbonate. The 
half-cells were cycled between 0 V and 2 V using a constant current density of 10 mA 
per gram of active material. 

3. Results and discussion 

The results of all physicochemical and electrochemical tests for the composites are 
collected in Table 1. 

Table 1. Physicochemical and electrochemical results for the milled composites 

Sample 
BET surface area 

[m2/g] 
Irreversible capacity 

(x) 
Reversible capacity 

(x) 

Graphite 14 0.28 1.00 
10B2h 162 1.20 0.85 
10B4h 212 1.36 0.96 
10B6h 304 2.00 0.92 
10B8h - 2.19 0.91 
10Sn2h 153 1.39 1.19 
10Sn4h 241 1.83 1.27 
10Sn6h 322 2.20 1.31 
10Sn8h 324 2.21 1.36 
10Sb2h 153 1.44 1.14 
10Sb4h 233 1.93 1.17 
10Sb6h 280 2.34 1.22 
10Sb8h 301 2.39 1.34 

For x = 1, the first stage of the intercalation compound LixC6 is formed. 
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Milling causes a significant development of surface area evidenced by adsorption 
isotherms. Both surface area and the ratio of micropores to the total porosity of 
materials rise. Figure 1 presents typical adsorption isotherms for selected composites 
of graphite with B, Sn, and Sb milled for 2 h, 6 h, or 8 h. 
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Fig. 1. Nitrogen adsorption isotherms for the graphitic composites 
10B2h and 10B6h, 10Sn2h and 10Sn8h, and 10Sb2h and 10Sb8h 

As can be seen, even two hours of milling results in a surface area increase by an 
order of magnitude compared to pure graphite (Table 1). A longer milling causes even 
greater surface development, however not so distinct. This effect is observed for all 
the milled materials being connected with the applied modification technique. High-
energy milling not only links the mixture components into a composite material, but 
also causes grinding of particles and an increase in the surface area. The materials 
undergo structure degradation and become amorphous. Another effect of milling is 
the increasing number of active sites and dangling bonds [16]. 
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A strong degradation of the crystal structure after milling is clearly evidenced by 
the XRD patterns as a broadening and disappearing of certain signals. Selected XRD 
patterns are shown in Fig. 2. 
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Fig. 2. Selected XRD patterns for the following pairs of composite materials: 

graphite and 10B8h, 10Sn2h and 10Sn8h, and 10Sb2h and 10Sb8h 

In the case of 10Sn and 10Sb there are no signs of XRD peaks from any interme-
diate compounds of mixture components that could be formed during milling. On the 
other hand, in the case of 10B8h there is a signal in the XRD pattern that might be 
ascribed to the intermediate phase of some compound of carbon and boron (BxCy). 
However, such an assumption should be supported by further examinations with 
a longer milling time. In the hypothesis that boron forms a compound with carbon, the 
residual nitrogen from boron nitride can eventually create nitrogen functionalities 
with carbon. 
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Physicochemical results are fully confirmed by the data from galvanostatic ex-
periments, which were done in half-cells with metallic lithium as both the counter and 
reference electrode (Fig. 3). For comparison, the galvanostatic intercalation–deinter- 
calation process with a pure UF2 graphite sample is also presented. For all composites 
an increase of irreversible capacities can be seen, which is due to the development of 
surface and the creation of a large number of active sites, such as crystal structure 
defects and dangling bonds. Larger hysteresis in the charge–discharge curves indi-
cates that the structure has been disordered to a large extent and that graphitic regions 
coexist with amorphous ones. It also proves that different sites of various Li–C bond-
ing exist in composites where the deinsertion process involves higher energies. 
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Fig. 3. Galvanostatic curves of lithium insertion–deinsertion  

for graphite and the following composite materials:  
10B2h and 10B8h, 10Sn2h and 10Sn8h, and 10Sb2h and 10Sb8h 
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Three small plateaus are visible in the discharge curve of 10Sn2h in the range of 
0.55–0.85 V vs. Li/Li+ (Fig. 4). They are connected with lithium ion deinsertion from 
the intermetallic compound LixSny. It is noteworthy that these plateaus are very repro-
ducible and observed in repeated experiments. Upon grinding, tin becomes more 
amorphous, which is the reason why the plateaus disappear in the composite 10Sn8h. 
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Fig. 4. Plateaus in the composite 10Sn2h  

(left: lithium insertion; right: lithium deinsertion) 

The situation is similar in the case of antimony–graphite composites. For the sample 
10Sb2h, a distinct plateau at 1.03 V vs Li/Li+ is seen on the discharge curve (Fig. 5). 
The plateau vanishes upon milling and is markedly smaller in sample 10Sb8h (Fig. 3). 
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Fig. 5. Plateaus in the composite 10Sb2h 

(left: lithium insertion; right: lithium deinsertion) 

The galvanostatic curves obtained for composites milled with boron nitride are 
different in character. Materials 10B2h and 10B8h do not exhibit any plateaus beside 
those of graphite (in the range of 0–0.3 V), which proves that neither boron nitride nor 
BxCy compound, created during prolonged milling, do not take part in the process of 
lithium storage. 
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4. Conclusions 

The positive effect of boron on Li insertion in graphite, described in literature, has 
not been confirmed in the present work, in which graphite was milled with boron ni-
tride. Nevertheless, the technique of milling can be suitable for obtaining mixtures of 
graphite with other boron compounds. 

Milling of graphite with tin and antimony gave positive results. Upon milling, 
reversible lithium insertion capacity rises; unfortunately, irreversible capacities and 
charge–discharge hysteresis are also increased. Modification of the mixture composi-
tion as well as milling conditions, such as the environment, milling energy, or ratio of 
millers to the milled material, can bring about a significant improvement in the mate-
rial characteristics in terms of reversible capacities without negative effects. 

Further improvement of electrochemical performance of graphitic composites with 
incorporated heteroatoms should be connected with the suppression of volume change 
during lithium intercalation–deintercalation, and with good electronic conductivity of 
the composite as well as a limited surface area and number of active sites. 
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In this study, two methods were employed to measure the heat transfer coefficient h at the metal 
–mould interface during casting. The first method measured the size of the gap formed between the metal 
and mould during the casting process and estimated the value of h based on the gap size. The second 
method measured the temperature at certain locations of the metal and mould, and derived h at the gap by 
using a reverse method. A procedure is also developed to use temperature measurement data in order to 
obtain h as a function of casting temperature near the interference. This data is very useful for the mathe-
matical modelling of solidification for casting. In the present study, the casting material is an Al–4.5% Cu 
alloy and the mould material is CO2 sand. The results of measurements show that h is not constant, but 
varies with time and temperature during casting. With the measurement of gap size, h is very large in the 
beginning and keeps dropping afterwards. As the gap is fully developed, h approaches a constant value 
between 130 and 40 W/(m2·°C). By the inverse method, along with temperature measurement, the value 
of h increases in the beginning stage, reaches a peak value of approximately 710 W/(m2·°C), and then 
drops rapidly approximately to the solidification temperature, and rises again until the end of solidifica-
tion. After that, h keeps dropping until the end of casting. 

Key words: CO2–sand mould; interfacial heat transfer; heat transfer coefficient; gap size. 

1. Introduction 

In recent years, the development of digital computer technology and applied nu-
merical methods has provided a powerful means for simulating casting solidification. 
One of the main interests of the casting process is to produce parts near net shape and 
with complex geometry, for instance with internal cavities. Shape casting consists of 
two stages, the first of which is mould filling – the mould cavity is filled with liquid 
_________  
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metal; the second is cooling, which continues until the part has solidified. Controlling 
both stages is of major importance for obtaining sound parts with the required geome-
try and mechanical properties. As computer-aided design and manufacture experience 
increasing use in industry, computer modelling of the cooling stage in casting proc-
esses appears to be of great interest since it enables the microstructure, final shape, 
residual stresses, and defects to be predicted. 

Since molten casting metal is poured into the mould cavity, it is initially in the liq-
uid state with a high fluidity. It quickly becomes very viscous, in the early stage of 
solidification, and later completely solidifies. During this process, a gap is formed 
between the casting metal and the mould. This gap forms due to the following rea-
sons. First of all, the thermal expansion coefficients of the casting metal and mould 
are different. Second, some of the air initially in the mould cavity cannot escape 
through the mould and is trapped between the metal and the mould. Third, the binder 
in the mould materials and the coatings on the inner surface of the mould may evapo-
rate or burn due to high temperature, which contributes as an additional source of 
gases between the metal and mould. These combined factors affect the size of the gap 
formed. 

As the gap is formed, it presents a resistance to heat transfer from the casting 
metal to the mould. This is due to the fact that heat can be transferred through the 
gases in the gap. The heat flux is much smaller compared to the conductive heat trans-
fer in a metal, or even in the mould. It is generally believed that the resistance to heat 
transfer at the gap increases with the size of the gap. The resistance to heat transfer at 
the interface will naturally be reflected in the solidification of the casting metal. It is 
thus very desirable to know the magnitude of this resistance to heat transfer, which is 
represented by an interfacial heat transfer coefficient. Especially for the mathematical 
modelling of solidification phenomena in casting, which is gaining much popularity in 
recent years, it is very critical to have accurate data concerning the amount of heat 
transfer at the interface in order to build an accurate and reliable solidification model. 

The effect of accurately assessing interfacial heat transfer on the accuracy of the 
thermal analysis of casting has been demonstrated by several previous studies. Zeng and 
Pehlke have not been able to obtain accurate cooling curves for copper alloy [1] and 
grey cast iron [2] castings until they made accurate measurements on the gap formed in 
a sand casting of cylindrical shape. Issac et al. tried to predict the solidification time for 
casting with a metallic mould. They made an assumption concerning the interfacial gap. 
The prediction was 24% off from the measured data. They then designed an apparatus to 
measure the interfacial gap in a metallic mould and used that data for prediction. The 
accuracy was within 5% of the measured solidification time [3, 4]. 

Hou and Pehlke tried to calculate the solidification pattern for a casting of a par-
ticular shape. They initially used an assumed value to account for the interfacial heat 
transfer and failed to obtain an accurate prediction either for sand casting [5] or for 
casting with a metallic mould [6]. Then they proceeded to measure the interfacial gap 
in cylindrical casting [7]. When they applied the measured data to the predictions, 
they managed to obtain predictions within 1% of the measurements. All these studies 
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demonstrate how important an accurate assessment of interfacial heat transfer is on 
the accuracy and reliability of solidification analysis. 

Reviewing literature, it can be found that there are basically two methods to meas-
ure the interfacial heat transfer coefficient. One is to measure the size of the gap 
formed between the casting metal and the mould and convert this gap size to an ap-
propriate heat transfer coefficient. The other is to conduct temperature measurements 
in the casting and mould and convert the mould at several designated locations, and 
use the inverse method to derive the interfacial heat transfer coefficient. 

Using the first method, as early as in 1920, researchers noticed that both the cast-
ing metal and mould moved during casting. It was not until 1973, however, that 
Engler proposed a reliable method to simultaneously measure the amount of move-
ment of the casting metal and mould. In the eighties, Winter and Pehlke systemati-
cally measured the variation of the air gap and volume shrinkage for various alloys in 
a cylindrically shaped casting by using Engler’s method. The casting alloys they 
measured included copper alloys, various cast irons, and aluminium alloys. In the 
same period, Issac et al. made use of self-designed equipment to measure the size of 
the gap in a casting with metallic mould. Results showed that the formation of the gap 
was related not only to the mould material, but also to the shape of the casting and the 
location of the measurement. 

The second method is to derive the interfacial heat transfer coefficient h by using 
the inverse method. Ho and Pehlke [9–11] studied the mechanisms of heat transfer 
phenomena at the interface and adapted the inversed method to calculate s. The same 
method was employed by Hao [12] to study the solidification of cast iron. 

Nishida et al. [13] measured the sizes of gaps formed in cylindrical and flat cast-
ings. They also used two calculation methods to calculate the variation of h: finite 
difference method (FDM) simulation and heat flow approximation calculations. Their 
results showed that the movements of the mould wall and casting alloy depended 
largely on the shape and location of the casting. They also evaluated the relationship 
between the size of the gap and h. 

More recently, Lukens, Hou, and Pehlke [14] measured the size of the air gap for 
a cylindrical casting placed horizontally, and showed that the size of the gap was af-
fected by gravity, hydrostatic pressure exerted by the rise, and by the mould material. 
They found that the casting sections near the bottom formed larger gaps. The move-
ment of the mould wall was smaller if the mould was rigid, and, therefore, a smaller 
gap was formed. 

Chiesa [15] measured the temperature variation of molten metal during the solidi-
fication of casting. Comparing with a theoretical model, he obtained h under various 
coating conditions. His results also demonstrated that interfacial heat transfer resis-
tance existed even in the filling period when the metal was still in the liquid state. 
Kumar [16] found that the heat flux was actually an exponential function of time. 
Kulkarni and Radhakrishna [17] studied the thermal behaviour of hollow cylindrical 
castings for aluminium base alloys using the FEM technique. 
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The purpose of this study is to employ the two methods, namely gap size meas-
urement and temperature measurement with the inverse method, to estimate the heat 
transfer coefficient h at the metal–mould interface for a hollow cylindrical casting of 
Al–4.5% Cu alloy cast in a CO2–sand mould. The results obtained from the two meth-
ods were then compared and evaluated. To make the data useful for the mathematical 
modelling of solidification phenomena in casting, a procedure is also developed to 
obtain the relation between h and the casting temperature near the interface. 

2. Experimental 

2.1. Measurements of gap size 

It is generally believed that heat transfer resistance at the interface originates from 
imperfect contact or even separation of the casting and mould. This means a gap is 
formed between the casting and the mould during casting. The main reason for the 
formation of a gap is the difference between the thermal expansion coefficients of the 
casting and mould. When the gap is formed, it is filled by a mixture of air and mould 
gases. Heat transfer in this stage proceeds mainly by the conduction of the air–gas 
mixture, since convection and radiation effects can be neglected. Therefore, if the size 
of the gap formed and the thermal conductivity of the air–gas mixture can be estab-
lished, the interfacial heat transfer coefficient can then be estimated simply from 
h = k/x, where k is the thermal conductivity of the air–gas mixture and x is the size of 
the gap. 

The main step in this method is measuring the size of the gap formed. In this 
study, two very sensitive displacement gauges are used to measure the movements of 
the casting and mould. When the casting is filled, the mould is heated and starts to 
expand. As heat is extracted from the casting to the mould, the casting solidifies and 
shrinks, while the mould keeps being heated and expands. The difference of the two 
movements is defined as the size of the gap formed. Since the displacement gauges 
can reflect the two movements, the size of the gap can be measured. 

2.2. Inverse method 

For the analysis of a heat transfer problem, an appropriate set of equations is first 
determined to describe the heat transfer behaviour. With the boundary conditions, 
initial conditions, and thermo-physical properties of the materials being known, it is 
possible to obtain the temperature and variation of the whole system. However, if one 
of the thermo-physical properties of the materials is not known, but temperature in-
formation can be obtained, then it is possible to calculate this unknown property by 
a reverse scheme, which is the basic idea of the inverse method. 



Evaluation of metal–mould interfacial heat transfer 

 

825 

To make use of the inverse method for determining h, temperature measurements 
need to be made. In order to make the analysis of the inversed method easier, a one-
dimensional heat transfer system is devised. It serves as the boundary conditions and 
as the calibration point. Naturally, more temperature measurements make the analysis 
more accurate. A brief description of the inverse method for analysing the tempera-
ture data of h follows. 

The metal–mould heat transfer coefficient is determined basically by solving 
Fourier’s heat conduction equation. The one-dimensional heat conduction equation is: 

 
T T

k c
x t t

ρ∂ ∂ ∂⎛ ⎞ =⎜ ⎟∂ ∂ ∂⎝ ⎠
  

where k, ρ, and c are the thermal conductivity, density, and specific heat, respectively. 
The initial and boundary conditions are as follows: 
• Initial condition 

T(x,0)=Ti(x) at t = 0 

• Boundary conditions 

T(0,t) = TB1(t) at x = 0 

T(1,t) = TB2(t) at x = L 

Where Ti(x), TB1(t), and TB2(t) are obtained by actual measurements. The configu-
ration of the one-dimensional system is shown in Fig. 1. 

 
Fig. 1. Configuration of the one-dimensional system 

 
Fig. 2. Regions I, II, and III considered in the model 

Notice that the equations are applied to solve the temperature distribution of re-
gions I and III, where gaps do not exist. Region II, where the air gap exits, is treated as 
two elements. One includes the gap and casting, the other includes the gap and mould, 
as shown in Fig. 2. 
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In this study, the principle of enthalpy conservation is used to calculate the tem-
perature history of the system. By the finite difference method, the system can be 
treated as two parts, regions I and III, and region II. 

For regions I and III 

 1 1i i i i i iT TN TN TN TN TN
c x k k

t x x
ρ δ

δ δ δ
− +− − −= −   (1) 

from which it follows that 
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For the element with the index igap+1 of region II, 
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where: Ti – temperature at the i-th node, TNi – temperature of the previous time step at 
the i-th node, δt – time increment, δx – dimension of an element, igap, igap+1 – nodes at 
which the air gap exits, h – heat transfer coefficient of the air gap. 

To calculate the temperature history of the casting and mould, some thermal 
physical properties were needed. The data necessary to calculate the heat transfer 
coefficient n is given in Table 1. 

To calculate the heat transfer coefficient h the temperature distribution was esti-
mated by first minimizing the function 

 2
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1 1
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Table 1. Thermal physical properties of the casting and mould 

Properties Al–4.5% Cu alloy [18] CO2–sand mould [17] 

Thermal conductivity k, W/(m·s·K) 192 152 
Density, kg/m3 2380 1580 
Heat capacity, W/(g·K) 1086 1045 
Latent heat, kJ/kg 395.041  

 
The value of h was obtained when the sum of the squares of the experimental tempera-

ture deviations from the estimated temperatures was minimized. The terms Tη+1,m and Yη+1,m 
are the measured and calculated temperatures. The meanings of the subscripts η, m, and i 
are the starting time, time, and location, respectively. The value of m was set to 1 in this 
study, which means there was only one verifying point. The heat transfer coefficient was 
calculated as a function of integer times recorded time interval, and the superscript I was 
used to determine the time range for the value of h at a given time. 

The minimal value of F(h) could be calculated by setting the partial derivative to 
zero: 

 
( )

0
F h

h

∂
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∂
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when calculating hj+I it was assumed that hj+2 = hj+3 = …= hj+r = hj+1 (r was the index 
value after which h was the “undetermined h” of the future domain). Equation 8 was 
approximated by an explicit FDM as follows 
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Using the Taylor series expansion 
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The superscript 1 denotes the first iteration step, the initial value of h when I = 0 
and, generally speaking, 0

1h was set to 1 and 0
1jh + was set to converse value of hj. 

The sensitivity coefficient φ was defined as: 
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where ∈ is a very small value, always set as 0.001. In the I-th iteration: 

 1 1 1 1
1 1 1

I I
jT T hiη η η

φ δ− −
+ + ++
= +   (12) 

Replacing 1
1Tη+ in Eq. (9) by Eq. (11) we have 
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and the procedure was not repeated for a new coefficient value until 
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The calculation of the heat transfer coefficient as a function of time was continued 
until the end of the desired period. 

2.3. Experimental procedures 

CO2–sand moulds were used in the present work. Sodium silicate (Na2CO3) of 4% 
by weight was mixed with silica sand and used for making the moulds. The moulds 
were hardened using CO2 gas. The dimensions of the moulds were selected to estab-
lish a good interference. Figure 3 shows a schematic sketch of the CO2 sand mould 
used in the present investigation. The particle size of the silica sand was 50 mesh. 
Moulds were prepared with a regular hand moulding technique for the different con-
figurations (Table 2). CO2 gas was then passed through the mould at a pressure of 
2 kg/cm2. In this study, the gap size and temperature measurements are conducted in 
the same casting. The casting was hollow and cylindrical in shape. To make sure that 
the heat transfer in the casting is one-dimensional, heat-insulating material was placed 
on the two sides and bottom of the casting mould. Two thermocouples were then in-
serted in the mould cavity, one at the centre and the other near the mould surface. 
Another three thermocouples were inserted in the mould, one near the inner surface, 
one near the centre, and the other near the outer surface. 

In the other half of the casting, two ceramic tubes for displacement measurement 
were inserted. One was in the cavity near the inner mould surface and the other was in 
the mould near the inner mould surface. The two ceramic tubes and four thermocou-
ples were carefully placed at the same level. The dimensions of the casting, the 
placement of the ceramic tubes for displacement measurement, and thermocouples are 
illustrated in Figs. 4–6. Special care must be taken to make sure that the ceramic tubes 
move along with the casting and mould, so that the readings from the optical dis-
placement gauge scan actually reflect the expansion–shrinkage of the casting and 
mould. The apparatus set up for gap size measurement is shown in Fig. 7. 
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Fig. 3. Experimental setup and thermocouple locations: A – thermocouple placed at the molten metal–

mould interface, B – thermocouple placed at the molten metal–core interface, C – thermocouple placed at 
the centre of the molten metal, D – thermocouple placed at the surface of the molten metal; 1 – CO2–sand 

mould, 2 – CO2–sand core, 3 – molten metal 

 
Fig. 4. Locations of the thermocouples  

and ceramic tubes for displacement measurements 

 
Fig. 5. Top view showing how the thermocouples  

and ceramic tubes were placed for displacement measurements 
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Fig. 6. Isoparametric view showing how the thermocouples  

and ceramic tubes were placed for displacement measurements 

Table 2. Dimensions of hollow, cylindrical castings1 

Alloy Al–4.5% Cu (commercial) was used. Details of its chemical composition are 
given in Table 3. 

Table 3. Details of the chemical composition of the alloy 

Composition (%) 

Si Fe Cu Mn Mg Zn Ni Pb Sn Ti Al 

0.343 0.602 4.36 0.683 0.480 0.038 0.006 0.007 0.005 0.013 Remainder 

 
As molten Al–4.5% Cu alloy was poured into the mould cavity with a constant 

flow rate of approximately 5m/s, heat-insulating material was quickly placed on top. 
The pouring temperature was about 750 °C. The thermal histories of the five thermo-
couples were then recorded for the whole period of filling, solidification, and subse-
quent cooling with a high-speed data acquisition system. The displacements of  
 

Sl.No 
OD 

D, mm 
ID 

d, mm 
Thickness 

t, mm 
Height of casting 

h, mm 

1 75 25 25 250 

2 125 
25 

50> 
50 

37.5 
250 

3 
 

175 
 

25 
50 
75 

75 
62.5 
50 

250 

1OD – outside diameter of casting, ID – core or inner diameter of casting, t – thickness of casting. 
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Fig. 7. Apparatus setup for gap size measurements 

the casting and mould were also detected by the displacement gauges and recorded 
through a transducer during the same period. 

3. Results and discussion 

3.1. Heat transfer coefficients obtained from gap size measurement 

The amount of movement of the casting and mould measured during the whole 
casting period is shown in Fig. 8. The difference between the two movements is be-
lieved to be the gap formed at the interface. As can be seen from the figure, when 
molten metal is first poured into the cavity, both metal and mould expand outward. 
This is due to the outward movement of the mould when it is heated up by the metal. 

 
Fig. 8. The displacements of the casting and mould, as well as the corresponding gap size  

during the whole casting period for a CO2–sand mould 25 mm thick (75 mm OD, 25 mm ID) 
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At this time, molten metal is still flexible and moves outward along with the 
mould. At approximately 340 s, the movement of metal starts to slow down while the 
mould still moves at the same pace. This is the instant when gap starts to form. At 
approximately 1240 s, the outward movement of the metal stops and starts to move 
inward while the mould keeps moving outward. This is believed to be caused by the 
shrinking of the solidifying metal. At this point, the size of the gap abruptly increases. 
The rate of increase of the gap slows down when the mould stops expanding, at ap-
proximately 1675 s. The metal, however, keeps shrinking until the end of the re-
cording. 

To convert the gap size to the interfacial heat transfer coefficient, data for the 
thermal conductivity of the air–mould gas mixture is needed. Ho made the assumption 
[10] that the thermal conductivity of the air–mould gas mixture in the gap is equal to 
that of stagnant air in the atmosphere. Under this assumption, the thermal conductivity 
of the gap can be expressed as follows: 

k =10533×10–5 + 10563×10–7T [W/(m·s·K)] 

where T is the gas temperature in the gap in kelvins, Nishida, however, used another 
expression to estimate the thermal conductivity of the gas mixture in the gap [13]: 

k = 1.38733×10–4T [W/(m·s·K)] 

 
Fig. 9. The interfacial heat transfer coefficient obtained  

from thermal conductivity data by Ho and Nishida 

In this study, both Ho’s and Nishida’s data were used to estimate the interfacial 
heat transfer coefficient, and the result is shown in Fig. 9. It can be seen from the fig-
ure that the value of h obtained from Nishida’s thermal conductivity is always higher 
than that of Ho’s data. 
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3.2. Heat transfer coefficient obtained  
from temperature measurement and the inverse method 

The temperatures five thermocouples during the whole period are shown in 
Figs. 10, 11. From these figures it can be seen that the temperature histories of two 
thermocouples in the casting (#1 metal and #2 metal surface) are almost identical. 
Therefore, when analysing the temperature data with the inverse method, the tempera-
ture readings of T.C. #1 and #3 (metal–mould interface) were used as the boundary 
conditions. The temperature readings of T.C. #1 to #3 were used to set up the initial 
conditions, while that of T.C. #3 was used as the verifying condition. 

 
Fig. 10. The thermal histories of the five thermocouples  

in the 25 mm thick CO2–sand mould (75 mm OD, 25 mm ID) 

 
Fig. 11. Temperature distributions in the casting and mould 

for certain instants of casting operations, obtained from temperature measurements 
for a 25 mm thick CO2–sand mould (75 mm OD, 25 mm ID) 
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The obtained interfacial heat transfer coefficient is shown in Fig. 12. The figure shows 
that h starts from a finite value and gradually increases to about 710 W/(m2·°C), and then 
more sharply decreases to approximately 590 W/(m2·°C). As h reaches its peak value, the 
heat flux reaches a maximum across the interface. Then the metal temperature drops more 
rapidly and the metal shrinks more and forms a larger gap, resulting in a smaller h. After 
that, h increases to about 670 W/(m2·°C) and keeps dropping until the end of casting. 

 
Fig. 12. The interfacial heat transfer coefficient obtained from temperature 
measurements for a 25 mm thick CO2–sand mould (75 mm OD, 25 mm ID) 

It is noted, however, that the data for h are useful only when its relation to the 
metal temperature near the interface is known. During the analysis of the temperature 
data by the inverse method, the temperatures of the casting metal and the mould very 
near the interface were obtained. The data is shown in Fig. 13. Combining the data in 
Figs. 11, 12, the interfacial heat transfer coefficient, as a function of metal tempera-
ture very near the interface, can be obtained, as shown in Fig. 14. 

With the metal temperature very near the interface known, it is also possible to 
convert the gap size and h as functions of time obtained from the gap size measure-
ment to functions of metal temperature. The results are shown in Figs. 15, 16. From 
Fig. 14, it can be seen that no gap is formed between the casting metal and the mould 
until the solidification temperature is approximately 590 °C. At that temperature a gap 
starts to form. The gap does not grow, however, and maintains a size of about 70 μm 
until the end of solidification, at approximately 550 °C and then starts to grow 
quickly. No gap is formed before the formation of the solidification phase, because 
the liquid–solid mixture in this stage still maintains good contact with the mould wall. 

The moment solidification starts, however, the strength of the solid shell increases. 
The shell is strong enough to resist the hydrostatic pressure of the molten metal, 
which tends to push the metal shell outward. It is not until the end of solidification 
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that the metal is completely separated from the mould. Correspondingly, in Fig. 14, 
the interfacial heat transfer coefficient is rather high before the solidification tempera-
ture and drops significantly at the solidification temperature. 

  
Fig. 13. Temperature of the casting metal and mould very near the interface 

during the entire casting period, obtained from the inverse method  
for a 25 mm thick CO2–sand mould (75 mm OD, 25 mm ID) 

 
Fig. 14. The interfacial heat transfer coefficient as a function of metal temperature 

very near the interface, obtained from temperature measurements and the inverse method 
for a 25 mm thick CO2–sand mould (75 mm OD, 25 mm ID) 



S.N. KULKARNI, K. RADHAKRISHNA 

 

836 

 
Fig. 15. The displacements of the casting and mould, as well as the corresponding 

gap size, as functions of the metal temperature very near the interface,  
for a 25 mm thick CO2–sand mould (75mm OD, 25 mm ID) 

 
Fig. 16. The interfacial heat transfer coefficient as functions of metal temperature 

very near the interface, obtained from Nishida’s and Ho’s thermal conductivity values, 
for a 25 mm thick CO2–sand mould (75mm OD, 25 mm ID) 

The value of h, however seems to increase again to a higher value, still smaller 
than the peak value. The source of this phenomena is unknown. It may be due to re-
versal heat transfer from the core. It is speculated that, when cooling first starts, the 
core forms a solid network and resists the hydrostatic pressure of the inner molten 
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metal from pushing it outward. The network is still porous enough, however, for the 
melt to penetrate through it until the end of solidification, when a complete solid shell 
is formed.  

Then the value of h drops again and keeps dropping as the gap grows. At a higher 
temperature above the solidification temperature, the value of h obtained from 
temperature measurements and the inverse method maintains a certain value – even 
somewhat lower that the peak value, while the gap size method shows a very high 
value. The former is believed to be more reliable than the latter since very high values 
result from a very small gap size. At this stage, it is not reasonable to assume that the 
relation of h = k/x still holds. 

An increase of h during the beginning stage can result from the imperfect contact 
of the molten metal and the mould when the metal is first poured into the casting. Due 
to the roughness of the mould, it takes a certain time for the molten metal to wet the 
mould and establish a close contact. 

4. Conclusions 

Two methods were employed to measure the heat transfer coefficient at the metal 
–mould interface during the casting of Al–4.5% Cu alloy in a CO2–sand mould. One 
was to measure the size of the gap formed between the casting metal and the mould 
and using the relation h = k/x, where k is the thermal conductivity of the air–mould 
gas mixture in the gap and x is the size of the gap. The other method was to take tem-
perature measurements at certain locations of the casting and mould and, by using the 
inverse method, to obtain the value of h. The results of measurements and observa-
tions can be summarized as follows: 
• The determination of h through the measurement of gap size greatly depends on 

the assumed thermal conductivity of the gas mixture in the gap. 
• The relation h = k/x is not appropriate for the beginning stage of the casting, 

when molten metal is poured into the mould cavity. 
• The value of h derived from temperature measurements and the inverse method 

is about ten times higher than that obtained from gap size measurements and Ho’s and 
Nishida’s values of k. 

• With temperature measurements and the inverse method, h starts at about 210 
W/(m2·°C), increases to 710 W/(m2·°C) at the solidification temperature, abruptly drops 
to about 590 W/(m2·°C), and then increases again to about 670 W/(m2·°C) at the end of 
solidification. After that, h keeps dropping until the end of casting. 
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The goal of the present work is to demonstrate that a bulk, ultra-fine grained microstructure can be 
obtained by the hydrostatic extrusion process of a 99.5% technical purity of nickel. Deformation with the 
total true strain of 3.8 was performed at room temperature to a wire 3 mm in diameter. Microstructure was 
characterized by light microscopy, TEM, XRD and mechanical properties. Hydrostatic extrusion was 
shown to be an effective method of severe plastic deformation, which allows ultra-fine grained structures 
to be obtained within the deformed material. After cumulative hydrostatic extrusion, the yield stress 
tripled, reaching a maximum of 812 MPa with a moderate elongation of 13%. A mean subgrain size of 
200 nm was observed, with a considerable diversity in the size of individual grains. For the final passes of 
hydrostatic extrusion, a slight decrease in the mechanical properties was observed, accompanied with an 
increase in crystallite size. This is explained in terms of thermal softening processes activated by the heat 
generated during hydrostatic extrusion. 

Key words: severe plastic deformation; hydrostatic extrusion; ultra-fine grains; nanocrystalline struc-
ture; grain refinement 

1. Introduction 

Severe plastic deformation (SPD) is commonly applied to generate nanostructures 
in metals. By SPD methods the mean grain size is usually reduced to 100–500 nm 
(ultra-fine grained structures, UFG), and even below 100 nm (nanocrystalline struc-
tures, NC). This results in substantial strength increase, accompanied by a reduction 

_________  
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in toughness. In some cases, however, the SPD technique has allowed very promising 
combinations of high strength and ductility to be achieved [1, 2]. 

Up to now, the main SPD techniques having been studied for bulk metals are: high 
pressure torsion (HPT) [3, 4–6], equal-channel angular pressing (ECAP) [3, 7, 8], 
multiple rolling [9, 10], and cyclic extrusion-compression (CEC) [11]. The majority 
of the metals investigated by these methods were ductile metals, such as copper and 
aluminium and its alloys [2]. Somewhat harder materials, such as Fe [12], Ni [20], or 
Al–Ti [13] and Al–Fe–Ni [14] alloys, were usually processed by the powder consoli-
dation of nanopowders. Powder methods, however, often result in low ductility of the 
final products [1]. Recently, the hydrostatic extrusion (HE) method has been used for 
obtaining NC structures in metals [15, 16]. The HE process has been used to generate 
NC structures in aluminium, aluminium alloys, and titanium [15, 16]. 

NC nickel has been processed into thin films by electro-deposition techniques 
[17, 18]. The development of an effective fabrication method that allows bulk, large 
volumes of NC nickel to be obtained may be an alternative for the consolidation of 
nanopowders [2, 3]. Only few literature data on ultra-fine grained UFG nickel, proc-
essed by HPT (grains ~100 nm) [19] and ECAP combined with rolling (grains 
~ 300 nm) [3], have been reported up to now. On the other hand, nickel characterized 
by high strength and good ductility can find immediate application in micro-electro-
mechanical systems (MEMS) [20–25]. 

In the present paper, the effect of cumulative HE on the microstructure and me-
chanical properties of nickel of 99.5% technical purity are presented and discussed. 

2. Experimental 

Nickel of technical purity 99.5% in the shape of a forged rod was used for machining 
the billet for hydrostatic extrusion in the form of a cylinder with OD = 20 mm and 
length 50 mm. Cumulative (multi-pass) HE was run in seven consecutive passes, with 
a total true strain 3.8, the strain rates varying between 2.3 s–1 and 1.18×102 s–1, and the 
extrusion pressure ranging between 500 MPa and 1400 MPa. The final diameter of the 
extruded wire was 3 mm. The macrostructure of the initial material and after the first 
three passes of HE was evaluated by light microscopy (METAVAL Zeiss). Specimen 
for light microscopy were polished and chemically etched with the solution containing 
HNO3 (85 cm3), HCOOH (18 cm3), H2O (17 cm3). The microstructure of the final wire 
was investigated by transmission electron microscope (Philips EM-300), and the texture 
and crystallite size were investigated by X-ray diffraction using CuKα radiation (Sie-
mens D500). All structural investigations were made on the transverse cross sections of 
the extruded wires. The ultimate tensile strength, yield stress, and elongations were 
evaluated at room temperature from tensile (MTS-810) and compression (QTEST/10 
-MTS) tests under a 2×10–3 s–1 strain rate. Microhardness and microhardness distribution 
tests were also measured (Zwick-HV0.2/15). 
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3. Results and discussion 

The initial material shows a mean grain size of ~200 μm (Fig. 1a), and the mate-
rial contains annealing twins. The macrostructure after three passes of HE with the 
total strain ϕ = 2.77 is shown in Fig. 1b. Apparently, the macrostructure undergoes 
drastic refinement and shows substantial disturbance, confirming the large degree of 
deformation (almost 95% reduction). 

  
Fig. 1. Light microscopy images of nickel 99.5%:  

a) the initial state (before HE), b) after three consecutive hydrostatic 
extrusion passes (true strain ϕ = 2.77) 

Fig. 2. TEM image of the microstructure of nickel 
99.5% after seven consecutive hydrostatic  

extrusion passes (true strain ϕ = 3.8)  

Figure 2 shows a TEM image of nickel after seven consecutive extrusion passes 
(true strain ϕ = 3.8). Subgrains with an approximate mean size ~200 nm are observed. 
The mean diameter of grains is reduced by ~1000 times, starting from 200 μm down 
to ultra-fine subgrain structure. X-ray diffraction patterns have thereby revealed low 
misorientation angles between individual subgrains. The observed microstructure is 
non-uniform (inhomogeneous) and subgrain sizes vary substantially. For structural 
applications, it is even better to generate an inhomogeneous substructure, substan-
tially differing in grain size [1]. As has been reported, such a mixed substructure leads 
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to the optimum combination between strength and ductility. Therefore, the highly 
inhomogeneous substructure obtained in the present work (Fig. 2) can be advanta-
geous from the point of view of future applications. Up to now, such mixed structures 
have been obtained in copper [26, 27], with micrometer size grain content ~25 vol. %, 
and in zinc [28] and aluminium alloys [29]. According to previous investigations, 
nanograins are crucial for obtaining high strength and micrometer sized grains stabi-
lize the plastic deformation process in metals [1, 26, 27]. 

To evaluate the ultra-fine grained structure behaviour within deformed nickel, 
XRD scans on the transverse cross sections of the extruded wires were made. Already 
after the first extrusion pass (ϕ = 1.38), the substantial refinement of crystallite do-
mains in all selected crystallographic orientations was observed (Fig. 3). Further ex-
trusion passes led to much smaller crystallite decrease, with an evident increase 
(approximately 30% in the <111> direction) in the last extrusion pass (ϕ = 3.8). 

 
Fig. 3. Crystallite sizes in hydrostatically extruded nickel 99.5%  

for four crystallite planes orientations, evaluated from X-ray diffraction patterns 

The texture in nickel after consecutive extrusion passes was also evaluated in 
a quantitative way. Table 1 shows the volume content of crystallites in a given orien-
tation. In comparison to isotropic material, <110> crystallite orientation dominates in 
the initial state, which can be attributed to rod forging. After the first extrusion pass 
(ϕ = 1.38) a domination of <111> begins, which continues to increase with subse-
quent passes. This is a typical texture of the axis-symmetrical deformation processes 
of wire drawing [30]. After the fourth pass (ϕ = 2.98), the contribution of <111> crys-
tallites starts to decrease and a new orientation, <311>, emerges. This is accompanied 
by an increase in crystallite sizes, resulting from the result of heat generated during 
high-speed severe extrusion [31], which plays a more meaningful role for thinner 
wires during the last extrusion passes. Thin wires with a high surface-to-volume ratio 
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are more susceptible to recovery and recrystallization activated by temperature in-
crease due to friction and the work of deformation. Microstructure recovery leads to a 
decrease in strength and an increase in the ductility of the material. 

Table 1. Volume content of coherent domains in nickel 99.5%  
after consecutive hydrostatic extrusion passes 

Number of extrusion passes Crystallo- 
graphic 

direction 

Isotropic 
Ni 

Initial 
material 1 

(ϕ1 = 1.38) 
2 

(ϕ = 2.41) 
3 

(ϕ = 2.77) 
4 

(ϕ = 2.98) 
5 

(ϕ = 3.21) 
7 

(ϕ = 3.8) 

<111> 0.16 0.156 0.863 0.803 0.819 0.782 0.743 0.701 
<200> 0.12 0.083 0.064 0.142 0.116 0.107 0.100 0.067 
<220> 0.24 0.285 0.000 0.005 0.004 0.009 0.011 0.016 
<311> 0.48 0.477 0.074 0.051 0.062 0.103 0.147 0.216 

1ϕ – true strain. 

Microhardness measurements have confirmed the recovery processes (Fig. 4). 
A maximum microhardness of 2.27 GPa has been measured after the fourth pass with 
ϕ = 2.98, (an increase of 1.7 times compared to the initial material). The yield stress 
also reaches a maximum for a true strain of ϕ = 2.98. At this stage, the yield stress has 
tripled, reaching 812 MPa. Although the largest increase in microhardness and 
strength was measured after the first extrusion pass (ϕ = 1.38), it is attributed to the 
highest reduction applied for that pass. The final yield stress (after 7 extrusion passes, 
ϕ = 3.8) reached 783 MPa, i.e. 2.8 times larger than for the initial material. The re-
spective increase in ultimate tensile strength was 2.5. This was accompanied by 
a drop in elongation of 40–13%. 

 
Fig. 4. Microhardness (HV0.2) and yield stress of nickel 99.5%  

after consecutive hydrostatic extrusion passes 
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Fig. 5. Microhardness distribution at the transverse cross sections  
of nickel 99.5% wires (a), and the standard deviation (SD) of microhardness  

plotted against the true strain in hydrostatic extrusion (b) 

The transformations of the microstructures in extruded nickel are well seen on the 
microhardness distribution graphs measured across the extruded wires (Fig. 5a). The 
initial, relatively stable distribution of microhardness shows higher oscillations in the 
intermediate range of extrusions, and recovers its high uniformity for the fourth pass 
(ϕ = 2.98) of the extrusion. With further deformation, disordering begins again and 
progressively increases up to the seventh pass (ϕ = 3.8). The standard deviations, SD, 
of microhardness are plotted as functions of true strain in Figure 5(b). The initial ma-
terial is characterized by lower variations in microhardness, confirming its homogene-
ity. With an increasing number of HE passes, homogeneity decreases (SD increases), 
and at a certain true strain suddenly drops. After the fourth pass, ϕ = 2.98 (wire di-
ameter 4.5 mm), SD is lowest, which suggests a highest homogeneity of microstruc-
ture. Further passes result in an increase of SD, indicating that the microstructure 
changes (homogeneity decreases again). 
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Table 2. Comparison between the mechanical properties of nickel after ECAP, rolling,  
and annealing [3] and nickel after cumulative hydrostatic extrusion (present work) 

Material history 
Ultimate tensile 
strength, UTS 

[MPa] 

Yield stress 
0.2% YS 

[MPa] 

Elongation 
to fracture ε 

[%] 

8 passes of ECAP1 + cold rolling + annealing 200 °C/1h 890 835 11.7 
7 passes of hydrostatic extrusion 820 783 13.0 

1ECAP – equal channel angular pressing. 

In Ref. [3], an ultra-fine grained microstructure in nickel has been generated by 
the combination of two methods, ECAP and rolling, followed by final heat treatment. 
In Table 2, the results of the complex, thermomechanical procedure of Ref. [3] are 
compared with the results of the present research, in which the HE process alone 
(without final heat treatment) has allowed similar mechanical properties to be 
achieved with the same level of elongation. 

4. Conclusions 

Nickel of 99.5% purity has been hydrostatically extruded with a cumulative strain 
of 3.8. Remarkable microstructure refinement by three orders of magnitude (initial 
grains of 200 μm to final subgrains of 200 nm) was observed. The transformation in 
microstructure was accompanied by a substantial increase in mechanical properties 
(~3 times in yield stress and over 1.7 times in microhardness). After the final passes 
of extrusion, a coarsening of the microstructure was observed, accompanied by a de-
crease in yield stress and microhardness. This can be attributed to the recovery proc-
esses activated by thermal effects generated during high speed (~1.2×102 s–1) hydro-
static extrusion. Moderate ductility (ε ~13%) in extruded wires can be attributed to 
the mixed (non-uniform) character of the microstructure obtained after extrusion 
(a wide variety in subgrain sizes and defect content). Using cumulative hydrostatic 
extrusion, 99.5% nickel with high strength (above 0.8 GPa), high hardness (above 
3 GPa), and moderate ductility (13%) has been obtained, whch brings closer the po-
tential application of this material in, for example, MEMS systems. 
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